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ABSTRACT

The primary role ohwarehouse is tdecouple supply from demanadjnimize cost
maintaina high degree of inventory contraindassurecustomer serviceTo theseends,
organizational capdfiiies, technology, and business practiees | | deter mi ne an
effectiveness.This research investigated the impact of technolngywarehousing practicea
key performance indicatofer wholesale distribution branch operatson

An ontline questionnaire gathed objective datdrom dstribution branches otypes of
technologies utilizedwarehouse best practices employed inventory contrabr customer
servicemetricsused to monitor performanc€orrelation analysis, aitiple linearregression
analysisof variance and stepwiseegression weratilized to determine the impact of the
individualtechnologes, as well as interacti@between tealmology and practices.

A salient insight of thisesearch was that technology adoption alone did not produce a
discernible difference ingsgformance, and appeared to require industry best practices to generate
improvements Also, when information technology was adopted, there seemed to be
approximately one year of implementation required before positive operational results
materializedand/or stabilized

The research pointed vearehouse management syssers the predominant information
and communicatiotechnology(ICT) for discernible differences in inméory related
performancewith improved performance realized when combineth WBC inventory stock

analysis and/or physical inventory practic@$e use of atomatic identification and data



capture(AIDC) technologieslid not show any effect anventory or customer service metrics,
indicatingthatthey are asupport tookratherthanan impactechnology.

NeitherICT nor AIDC technologieslemonstrated a predictive valige inventory
accuracy or ostime shipping performancePredictive models were created for fill rate and
inventory accuracy, but the veracity of the model®meawvhat limited by the sample size and

study population.
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CHAPTER1

INTRODUCTION

Warehousing and distributidechnologies areritical to managingver$515 billion in
wholesale inventory in the Y®hichis around3.2%of Gross Domestic Produ(Bureau of
EconomicAnalysis, 2013 In studying the impacts of technology on inventory management
the supplychaive sear ch has pointed to a need for focu
warehousing systems, where different processes in a warehouse arercendidej oi nt |l y o an
Amul t i pl ereoobgideredtsimytansouslyy. Gu, Goetschalckx, & McGinnis, 2007
A supply chan may have many different distribution channels, defindilesroute,
from raw materials through consumption, along which products &&eICS, 2013. Within
thevarious types oflistribution channelghere may bdifferent types of wrehouse operations
and warehouse types are gener aBatholdifild281).i ned by
This studybegns bydefiningthree types of supplyhainwarehous@perations:1) fulfillment
centers?2) distribution centersand3) wholesale distributiobranchwarehousg In general
terms, all thredave the same mission, that being to hold inventory to dezapptream
suppliers and/or manufacturing operatifmasn downstreancustomerswithin a supply chain.t
is the third categorizationwholesale distribution branchekat is the subject of this research.
The primary difference between fulfillment andtdbution centers lay in the customers
they serve, with fulfillment centers servicingard userand/orconsumerand distribution

centers servicing anothdownstreamink in the supply chainA fulfillment centeris typically



describeds a catalog or-eommercelistribution centerwith a primary mission of receiving
material from a variety of manufacturers and simgsmall orders to individuand usersr
customergBartholdi Ill, 2011 Frazelle, 2002 Incontrag,ad i st ri buti on center 6
customer is a downstream link in a supply chain, i.e. another location within the same company
that will sell to either a business (B2B) or a consumer (BBa)tholdi 2011, defines central
di stri but i oihdistieutioh eentes® a8 Hriididele 20@2,makes aifferentiaton
betweerdistribution warehouses and distribution centdfsrthis research, the distribution
center and retail distribution center are analogous terms, defining an operationitiadytyp
supplies Abi g(Bdrthoklidl 201& Frazelle, 2002 or e s

The third type of warehouse category iswielesale distribution branch warehouse
whose primarymissionis industral or B2B sales, with a smalB2C presence for show room and
customer convenience. The distinction in the branch operation is thaipipisesiby the
c o mp aawnycerdral distribution center (CD€)or al | product,datherst or ed
than being supplied by multiple extal suppliers Theprimaryrole ofthe wholesale
distribution branch warehouse isrt@intaininventoryin close customer proximity satisfy
B2B and/or B2C saledemand The wholesale distribution channel is depicted in Figur&he

intentofthisst udy i s focused on the nodes denoted as
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Figurel. Wholesale DistributioModel
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A high levelovewiew of the intent of the dissertation may be characterized using the
Supplierinput-ProcessOutputCustomer (SIPOC) methodolodopularized by the sigigma

movement}o explain the wholesale distribution supply ch@RICS, 2013. In Figure2

bel ow, t he 0 psideredehe whnleshl®branah speration that is the focus of this
research.
Supplier |:> Input |:> Process |:> Output |:> Custome
P e N N ——
Acentral AReplenishmen AReceiving ACustomer ABusiness
Distribution t Inventory ACrossdock Orders AConsumer
Center (SKUs) or Putaway ACustomer
AAdvance Astorage Notification
Shipping AOrder ARestocking
Notices (ASN) Picking Requests
APackaging &
Unitizing
Ashipping
\—— ) S— \— \—— \——

Figure2. Supplierinput-ProcesOutputCustomer Wholesale Branch Model

In summary, the goal is to determine the impact of technologies on the performance

metrics related to inventory management used

distribution channel. This dissertation will study the impact of technology arptrations



performedwithin the branch warehouse by evaluating the use and interaction of technologies and
business practices employedsithievethe warehouse mission. Technology will be classified
into two general categories: information and commumnaechnologies (ICT)and automatic

identification and data captu¢alDC).

Theoretical Framework

A theoretical framework utilizing a resource based perspestiveed to guide the study
Resource based theory is generally used to explain performidiecerdtes between enterprises
within an industry. TheResourcaBasedvView (RBV)ar gues t hat #Afirms whi c|
resources achieve competitive advantage and have superior long term perfor(idararey,
201). RBVposi ts t hat parformanceg atnbuteddotitstatagic sesources,
which includecore competence (Prahalad and Hamel 1990), dyneapibility (Teece et al.
1997), and absorptive capacity (Cohen and Levinthal 1@24), Vonderembse, Zhang, &
RaguNathan, 2010 The underlying theory is that the different resources of an organization are
exploited in different manners based on the f
marketplace differentiatiofAutry, Griffis, Goldsby, & Bobbitt, 2006 As stated by Dyer and
Si ngh, ims#hat8ombirfefresources in a unique way may achieve an advantage over
competingfimseé t hat do not employ the samesoudesgr ee of
(Cao et al., 2010

Within RBV, resources are defined as ndall
firm attributes, information, knowledge, etc. controlled by a firm that enable the firm to conceive
andimplemens t r at egi es t hat i mpr ov gBamneys201@Hwangci ency
2011). RBYV assetonsidered in this study are those thgbport data inputral exchange for

information technology and information systenvhich areconsideredhe most valuable of



technologies allowing for a competitive advantdgeang, 2011Teece, 1998 The

competitive advantage arises from the deployment of the assetsjunction withcapabilities

in the systems and processes utilized by an oper@iiwang, 201). In turn, the oganizational
capabilities create an organizationds compet.
efficiency, which allows for improved customer serviesvang, 2011

For this dissertation, resources will be defined as the technologies used within wholesale
distributor branch warehouses to manage the flow of materials into and out of the facility.
Technologies considered in this study include information and commiani¢achnologies
(ICT) and automatic identification and data capture (AIDC) technologi&E.will encompass
enterprise resource planning (ERP) software and supporting modules, such as warehouse
management systems (WMS), including transactional and maadgeactions.

One interpretationf RBV by Teece (1998) is that enterprises that best utilize IT
resources will be more effective at developing business process capabilities by leveraging
information management to gain positive outcolffesry et al., 2005Teece, 1998 Therefore,
this research ab considers the fundamental warehouse prese$seceiving, putaway, storage,
order picking, sortation, packaging, unitizing, and shipping. This study eveihat@&teraction
of technology and the business practices employed and/or modified bylegghadoption.

In summary, the RBVs useful to define information technology and other general
technology as a source of competitive advantage, and a method to measure performance
benchmark key performance indicators for the distribution industris thkory, and its
derivatives and interpretations found in the review of literaturgses as the foundation for
studying the investment in technology atsdinteraction with business practices to determine

how technology adoptiompacs key performane indicatos (KPI) as depicted in Figure 3
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Figure3. Resource Based View of Technology Adoption

Statement of Problem

The role of a warehouse in the supply chaito support théemporary storage and

subsequennovement of inventory As such, warehousese generally considered casinters

rather than profit centefdohnson & McGinnis, 2020 There is little a warehouser



distribution operation can do to improk&enuehowever,a warehouse can negatively impact
the revenue side of the proéiuationby poorinventory managemeiind/or pooperformance
Thus, the primary role of warehouse management is to minimize cost while maigtaihigh
degree of inventory control to insurestomer serviceTo that end, manizational capabilities,
technology, and methods will determine warehouse effectiveness, efficiency, and customer
service, thereby providing a means of competitive advarithgang, 201).

This studyo6s gnueatbryperfermanoandicsistomer servicaitcomes
realized throughechnologyadoption and business practices utilized withiwlaolesale
distributionbranchoperation Specifically, this dissertation answséhe following questions:

Q1: Do branch operations that invest in information and communication technology

(ICT) have better perfanance than those that do not?

Q2 Do branch operations that investantomatic identification and data capture (AIDC)

technologyhave better performance than those that do not?

Q3: Do branchoperationsthat t i | i ze fAbest wheavelgetteousi ng pr ac

performance than those that invest only in technology?

Q4: What are the contributions of different technologies and best practices to inventory

and customer service metrics in a distribution branch operation?

Statement of Purpose
Research points to a need for focusing on
systems, where the different processes in a w
objectives ar e c ofJsGuetal, 2007 Theipunposetofahisestody isto y 0
determine the extent to which technology improves key performance indicators¢KPlI) f

wholesale distributiobranchwarehous@rganizations This research will contribute to the field



by exploring the relationships between types of technologies available to the distribution
industry and how implementation impacts business practices and performance metrics.
Specifically, his research will measure the impact on performance metriesvientory
accuracyand customer service, which are fundamental prioritiesbohiachdistribution
operation in supportinthe wholesale distribution channel

In an extensivand comprehensiveview of literature on warehouse operasiph. Gu et
al., 2007, concluded that operational decisions for distribution centers need to be supported by
heuristic processes to find good solutions rapfdyGu et al., 2007 From a practitioner
standpoint, this study will identify the beneficial interactions of technology, operational policies,
and warehouse processé@de research iguided by theonceptual modeh Figure4 to
correlate relationships amomglependen{predictor)variablesof technology applications
automatic identification and data capture, bedt warehousingracticesandthe dependent

(outcome)variables as measured pgiformance metrics.

Information&
Communication
Technology

Performance
Metrics

Automatic
Identification
and Data
Capture

Best
Warehouse
Practices

Figure4. Conceptual Research Model



Significance of theStudy

The complexity and sophistication of warehouse operations has increased markedly with
the rise of a global economy managing an environment of high product diversification and short
product life cyclgChow, 2008. The preponderance of liegure on technology supporting and
impacting warehousing operations primarily foessn theextended supply chain and central
distribution centersThe most relevant research was by Koster & Balk, 2008\eir analysis of
European distributionenters In their comparison study between Europdesianand
American distribution operations, Koster and Balk found that overall European distribution
center efficiency did not benefit from an increase in technology and that where efficiency did
improve throgh technology, it was not unifor@oster & Balk, 2008 However, their study
specifically excluded inventory management measures, whahintegral part of this research.

The review of literaturalsodetermined that arehousing design and management
methodd mpact customer service | evel and cost, bt
explains how companies | everage them to i mpro
(Gallmann & Belvedere, 20)1In addition, there is no existing framework to explain how
warehouse management together with mgey management can affect customer service
performancgGallmann & Belvedere, 20)1

Finally, the review ofiterature determined that thesea gap irmerging research and
industry applications for warehousifagilities dedicated to storage and distributioks stated
by J. Gu et al., 2007, there is fAan endor mous
the practice of war e @.du,Seetschalckd, McGians@R0)lOp er at i o

This study will focus on the final link in the wholesale distribution supply chain, which has
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primary interaction with end useit® establish an associative model using technology and

inventory control constructs

Statement of Assumptions
As thereview of literature demonstraeesearch into warehouse related technology
primarily does not differentiate the various types of warehouse operations. The underlying
assumption of this dissertation is that all warehouses in supply chains are nodeditneir

differentmissionshave diverse needs and applications for technology

Statement of Limitations

A primary limitation in the scope of thigsearchs thatthe focus is solely on the
wholesale distribution model utilizing a concept of centrarithistion centershipping tolocal
branch operations. This research does not consider warehouse and/or distribution operations for
catalogor e-commerce fulfillment centersetail distributioncenters servicing retail storegaw
materia) or private waiehouses.In addition,the physical warehouse desjgtorage modesnd
layout will notbe consideredhor will thephysical aspects of materials and toenmercial
sectorserviced.

Additionally, this study does not involv&orage operations féwgistics companies
involved inthird party logistics (3PL) These types of companiggically employthe
warehouseechnologiestudied hereinbut theirorganizationamissionis notthe same as the
distribution branch. Eince 3PL operationsio not drive off of the same performance metrics
studiedand were excluded from the population

The products for this study are goods that are transferteolught from an upstream

source in the supply chain, stored, and then transferreald downstreamWithin the context
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of Atrading goodso, the materials studied her
subject toany additioral value added manufacturing processes.
Finally, the technologies for this study center on information technedcand
information systems. Automation technology for material handling is not considered as it is
more of a strategic investment undertaken based upon the missidiswibution centerather

than a wholesale branch operation

Statement of Methodogy

Warehouse performance depends on the strategic and tactical decisions involving storage
systems, storage location assignments, order picking strategies, and order picking heuristics
(Chow, 2008. Inherent to cost effective execution of warehouse practices is the ability to
manage and control the inventory, which is the subject of all the procé¥sssarch poistto a
need for focusing on Athe operati dhedfferemanagem
processes in a warehouse are considered joint
si mul t a@@ &oatal.] 2007 Thus this dissertation considerformation and
communication technology, automatic identification and data capture technology @sdets,
warehouse "best practices" as indepen(faeidictor)variables having influence on performance
metrics, i.e. outcomgslependentvariablesas measured by key performance indicators.

A survey of managers of wholesale distribution branch warehouses from a cross section
of industrial products @asutilized to obtain objective data on the types of technology utilized
within the warehouse environmettte warehousing practices employadd the performance
metrics measured. Given that this research is exploratoatume;physical attributes of th

warehouse are included in the survey instrumepbémntialcontrolling factors.
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Once datavas collected, Pearson correlation coefficiemésecalculated teestablish if
anyof theoutcome (dependentariables demonstrate high degree of associatido facilitate
the statistical analysisThe data for the predictor (independent) variables was collected as
nominal or ordinal data to assess the research questions. The use of continuous outcome
variables with dichotomous predictor variables suppdhedstatistical techniques ofultiple
linearregression andnalysis of variance (ANOVAp determine relationshi@sd contributing
factorsbetweenCT, AIDC, and business practicestte specific warehouse metrissudied

To analyze the interactions between pihedictorvariables and theutcomevariables,
multiple linear regression analysiss the firsstatisticaltechniqueappliedto allow for
assessing the contributions of tregiables to the performance metrigSiven the exploratory
nature of the data collection, the initial set of predictors would-fitvére model and require
reduction techniques, again facilitated through the multiple regression procedures for analysis of
research question$Stepwise regressiowas utilizedsecondo develop predictive models to

address each of the outcoil with respect to all of the predictor variables in the study.

Statement of Terminology
Advance Shipping Notice (ASN)ASN is an information technology that is used
between two supply chain parers to electronically provideformation on a product shipment
in advance of the product receipt at its destination. The technology allows for coordination of
resources at the destination and more efficient data entry for imyento
E-Commercéd An information technology facilitating the exchange of information
between an end user (consumer) and a supplier. Typamahenerce applicatiorare foundn

product catalogs, customer entered order placemedfip@payment functionaly, andaccount
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management. E o mmer ce systems are typorlouaidessy | i nked t
management software for data integrity and efficiency.

Enterprise Resource Planning (ERFRP is a transaction management system that
integrates severg&ypes of information utilizing a centralized database, enabling access to
common information through an entire organization, i.e. enter{Bedosa & Musetti, 2010

Extended Supply ChaiinA series of linked enterprises from different companies that
work together to bring materials from raw components to the end Tbker differs from a
Asuppl y c¢hai wdnpanyardeeadtions.n i nt er

Fill ratei the fraction of demand that is satisfied directly from stock on (&aanter,

Babai, & Syntetos, 2030

Informationand Communication Technology (ICT) CT i s an fAel ectroni
capturing, processing, storing, and disseminating informationi ncl udi ng t he tel e
technologies and computer networking systems that support this fu(@hengMin & Chien
Yun, 2008.

Information Systems (IS)i A combi nati on of compl ementary
resources (including |1 T) thiew tomgetitipepadvantagebi,u si ne s
Li, Wang, & Zhao, 2008

Information Technology (ITj Hardware, software, compr networking and databases
(Lai et al., 2008

Putawayi An industry standard term to define the activity of taking stock fitwem
receiving dock and Aputting it awayo into a w

Sortationi An industry term describing high speed automation used to distribute, i.e.

sort, packages to designated conveyor lanes to transport product to the appropriate location.



14

Stock Keeping Unit§KU) i The smallest measurement of a material tracked by an
information technology system within an enterprise
Transportation Management System (TNM3yn information technology that is used to
track and control the logistics andrriers moving materials within a supply chain.
Warehouse Management System (WMSA WMS is an information system to provide
support to inbound and outbound logistics processes for a warehouse storage operation. This
may be accomplished through a stahohe software package, or an integrated module within an
ERP system. The purpose of the WMS is to fAma
admini strativeo busi ne ordistfbutionccene@BatowsakiMushtti, n a w
2010. WMS ar e used t oddkgrlteawarehous® dperatiires well asdrack

inventory in real time and measwereport on warehouse productiwimetrics(Autry et al.,

2005.
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CHAPTER 2

REVIEW OF LITERATURE

Warehouse Operations

Regardless of the type of customer it is intended to supfiatrole of the warehouse is
to hold inventoryin orderto decouplesupply and demandithin asupply chain.There are
seven fundamental warehouse processes utilized within a warehouse operation, each interacting
with the technology applications that are part of the warehouse resources. In gerefause
resourcessuch as labor, space, and capitaladseallocated amonthevarious warehouse
processe$]. Gu et al., 20QHackman, Frazelle, Griffin, Griffin, & Vlasta, 20p1Warehouse
operations depicted in Figure 5 include: 1) inbound operatioreceivingandputaway,2)
storage3) outbound operations ofder picking, sortatigrunitizing, value addand shipping
Cross dockings ahybrid operationencompassingarts ofinbound and outbound whitamitting

thestoragegprocess completely

|| .
‘ Replenishment > Forward Storage

Reserve Sto;age Case Picking Broken Case
(Pallet Picking) Picking

A ‘ Replenishment
|

‘ Sortation / Unitizing / Value Added Services

Putaw ay

Receiving Cross Docking y Shipping

Figure5. Basc Warehouse Operation Process Flow
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For this research, inbound materials are ¢
thatarrivefroma& ent r al or regionalupsleemt r nbubheohl cenot
c 0 mp aswupply chain The invendry will physically reside in warehouse storage as an
intermediate holding point befobeing sold to @ownstreantustomer, which is primarily a
business.Inbound operations include receiving acteis and t he ApRecavingpy o f u
operations rcompass all activities thate required to physically ardectronically (virtually)
introduce inventorynto thewarehouse. Typically, this requires interface with the warehouse
information and communication technology (ICT) anddbmputer informatio systems
managing tk inventory. ICT related eceiving activitiegypically includetransactional data
recordng, i.e. entry of specific activities tied to material movement, and may include application
of automatic identification and data capture (AlD€)hnology application

Thetransactional data is compiled by th&rmation technologywhichmay include the
warehouse management systems (WMS) and/or the enterprise resource planning (ERP) systems.
Transactional data may be recorded either mapuailby AIDC technology such as bar coding
and/or radio frequency identification tags (RFID).the receiving process, the IT system may
facilitate the receiving function througixternaltechnologycommunications via business
practice ofadvance shiping notices (ASN). Téa ASN process will electronically transmit
informationon an inbound shipmeptovided by the consignao the warehouse to facilitate the
receiving function.One of the first functionef the ASN may be assignment of a receivingcklo
door for the inbound transportation itseepending on the physical size of the facilityGu et
al., 2007. The common practiceistouae ir andomo assignment of inb
fixed door assignment for outbound material s.

that best suits the putaway operation based omtéeded storage locations for tilound
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material ASNscanalso facilitatethe cross docking operation for more sophisticated warehouse
operations, as well as planning of labor andah&awayoperationgJ. Gu et al., 2007

The putaway function is the transfer, both physical and virtual, of material from the

receiving department to tlessignednode of storage within the confines of the warehouse.

This warehouse function consumes approximédtigen percent of warehousgerational cost

(Bartholdi Ill, 2011 Frazelle, 2002Gong & de Koster, 2091 The technology involved in

managing these operations is primarily a WMS, wisaenerally a modulevithin a more

comprehensive ERP technology applicatidie use of a WMS will allow foa business

practice referrel 0 a s putivay®e cwheidc h  wspdcific starage loogtitior a

inventory toimprove storage location efficieneyd/orutilization, as well as accommodate

retrieval labor costs the order picking processésong & de Koster, 20)1The WMS

accomplishes this bkeepng track of storage locationge. warehouse addresses, a a fAst ocKk
| ocat or.dhismardhousespractice requires the use of AIDC technology to scan a

warehouse address to record that material has been physically located into a specific bin location.
This module allows the WM$ know where available storage locations are and if diney
candidates for invent @r y sfeaficdoeagenocatiaiBhrtholdi. e. A p
11, 2011).

The role of warehousing temporarystorageof material to decouple supply from
demandsincethe two will never be in balanc&he storage system within a warehousa is
characteristic of several factors, including warehouse gigesical profile othe productcapital
investments, return anvestment, etqJ. Gu et al., 2000 Materials in storage are orgaet
based on a variety of factors, including: 1) physical characteristics of the goods, 2) packaging

and/or containerizatiomnd3) material handling unit. These variables, in turn, are either
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influenced by, or drive, the material storage mode, i.e.aypardware and equipment utilized
for the materials to reside up@artholdi Ill, 2011 Frazelle, 2002

Storage mode is defined d&®tphysical method usedhold inventory, anadan include
floor (block) storageshelving units, cabinets, carousels, or various tgpesck systems to hold
pallets, cases, or individual units of materialfiere is no specific storage modéhoughthere
are common storage strategies, which are intendgbtoote one of twonanayerial priorities:
1) storage space utilizatipor 2) stock extraction, i.e. order pickirandlabor efficiengy. To
execute a storage strategyp st war ehouses have inventory ar e:
or fAforward pi c keservd fovardstpegsayr setaesm -é€ sThheel érh @& o
systemdesigned t@ptimize the dual warehousing goals of storage efficiency and labor
productivity(Gong & de Koster, 20)1 The assignment of inventory to either a reserve or
forward pick storage area is a primary functi
practiceo of Pareto anal gminedfiomdataeniningoBC anal ys
customer order data.

Further, there are inventory management considerations that include storage
methodologiesi.e. location assignment policigaternal replenishment strategies, and order
picking methods Chow describes Ve types of storage methods: 1) dedicated, 2) random, 3)
class based, 4) closest open location, and 5) full turnover st@hges, 200§. However, he
three most populastorage methods are: d¢dicatedstorage 2) dynamic(randon) storageand
3) class base(Bartholdi Ill, 2011 Frazelle, 2002J. Gu et al., 2007 Thesethree types of
storage methods dominate the professiandl scholarlyiteraturefor warehousing handbooks
and distribution center desigiRRegardlesshie determinationf storage policyn a warehouse is

not uniform, i.e. different policies may be utilized in diffeargeographizoneswithin a
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warehouse In addition, storage policies drased on management objecsivand warehouse
design, with competing priorities obstandspace utilizationnfluencel by the characteristics of
thestock keeping unigSKU) and thestorage modéChow, 2008J. Gu et al., 2007 In addition,
the storagenodes arenfluenced by theeinventory management policies, includirlg quantity
of each SKU to hold in inventory, 2) replenishment strategies from suppiret3) material
movements within the warehouse environm(@nGu et al., 2007

Next in sequence after the storage process araitbeund operationgomprised of
order picking, sortatioand packagingunitizing and shipping. Order picking is generally
recognizd as the most expensive warehouse operatonprising fifty-five percent of
warehouse operational costther due to being very labor intensive or very capital intenane,
is a managerial decisiphased on the size of the operatiangwarehouse msion(Bartholdi
[ll, 2011; Frazelle, 2002

Order picking and storage strategies are key business practice inputs needed by a WMS
to determine stock locations for SKUBrder picking is influenakby storage areashich are
geographically classified within a warehouse
|l ocations within a zone aaWMSrZoringand dottingta as 0s
key analytics performedy a WMS to optimize warehouse traffic congastand order picking
efficiency(Chow, 2008. The combination of the zoning and slottinglsoimpacted by the
storage mode as previously defin@artholdi 111, 2011 Frazelle, 2002J. Gu et al 2007. In
summary, ader picking methodologies are both influenced by, iafldencethe storage
practiceso f a w a reselve storage@rorward(fasi pick areas.

Order picking is generally classifiedone of two methods: 1) stock to picker, where the

labor is stationary and SKUs traust means of automation, or 2) picker to stock, where the
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SKUs are in static state am@rehouse employees, ilabor, travels to the inventory for
extraction from storage For fAstock t o, 201lldnkledes@utamptedr at i ons,
storage and retrieval systems (AS/AR) and automated guided vehicle (AGV) s{Gamys&
de Koster, 2011 Thepicker to stock systems asvided into two categories: 1) low level
picking, and 2) high level pickin@lsong & de Koster, 20)1 Both of these methods may be
executed in either the reserve or forward pick arédasthe work byGU, et al., statg At h e
selection of the order picking methodaistrategic decision since it has a wide impact on many
ot her decisions in war ¢hQuetale 2007Fsridigtntbuta nd manag
branch operations, order pickidoegocapgal hods ar e
investment and return on investment considerations.

Order picking technologies are maintained and odiett by complementary information
technology driven WMS anithe AIDCtechnologyutilized within the operations. For aMb
technology enabled operatioorder picking may requira scan of a warehouse location to
properly record that an SKU has been reatbfrom a specific locationThis practice will allow
aWMS to keep track of amount of inventory and the availability of remgispace in the
storage modeln summary, he WMSis the analytic side thabntrols andletermines the what,
when, and hovef the businespracticesequired fororder picking.

The outbound operatisrafter order pickingre those thahove, organize, and deliver
the stock to the correct place within the warehouse to supackaging, unitizing, and shipping
If these tehnologies arautomated, theyagge ner al |y cl assi fi®e as fAso
volume of the warehouse activity, customer profiles, and managsinateigieslictate the
degree and investment into sortation systems. The role of a sortation systerarisfer and

accumulate orders, picked remotely or in batches, and deliver them to an outbound staging area
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for shipping(Gong & de Koster, 20)1 To facilitatethe outbound sortation systenssitbound
dock doors maintain a fixed location in a large €azelle, 200R This provides continuity for
material handlingqiutomation, and, timately, the technology utilized.

The shipping operation in a wholesale branch warehouse wulilide various aspects of
packaging and palletizing of product, depending on the type of product and customer order
profiles. Outbound shipments are a key interface point with the WMS for inventory
management and control, and may utilize AIDC if the teldgyis part of the warehouse
investment.

The cross docking operation of a warehouse is intended to save labor cost by matching
inbound shipments and outbound requirements. If WMS technology is utilized, SKUs are
identified on incoming ASNs as being nedder an immediate outbound shipment. If identified
as such, material is processed for the WMS in the receiving function and then taken directly to
the outbound shipping area for shipment, again interfacing with the WMS and AIDC to properly
manage the irentory. The direct movement from receiving to shipping avoids warehouse cost

by eliminating the putaway, storage, and order picking operations.

Benchmarking andlvarehouse Performance
In a 1989 American Society of Quality Control (ASQC) article by R. C. Camp, the
practice of benchmarking was first popularized by the Xerox Corporation in the (t@8tlsnan
etal.,200L Ther aiidti ti onal 06 performance benchmarKks
industry have included operation cost, operating productivity, response time, and shipping

accuracy as defined within TadgHackman et al., 2001

(0]
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Tablel. Industry Standard Warehouse Performance Benchmarks

Benchmark Definition

Operating Cost Controllable cost as a percent of sales

Operating Productivity Units (e.g. lines, orders, cases, piegadlets, etc.) per persdrour
Response Time Varies by operation, typical/l
Shipping Accuracy | Varies by operation, may include-time delivery, order fill rate, etg

Warehouse performance depends on the strategic and tactical decisions involving storage
systems, storage location assignments, order picking strategies, and order picking heuristics
(Chow, 2008. J. Gu et al.2010,stated that the vast majgrivf scholarly literature focuses on
standard metrics such as order picking costs, and that there are many unstudied practical metrics
that carry equal weight such as order cycle time and shipping perforiidatae et al., 2007
This research will focus on inventory accuracy and customer service.

In World Class Warehousing and Material Handlikgazelle categories warehouse
performance into tlee subsets: productivity, quality, and responsivefteszelle, 202).
Productivity is the primary cost measurement, quantifying a metric of output per a quantity of
input, with order lines per labor hour as the standard bearer for warehouse operations. Quality
and responsiveness are both measures of customeresevith quality being considered as
accuracy in order picking and shipping, and responsiveness as the cycle time to accomplish these
tasks(Gallmann & Belvedere, 20).1

J. Gu et al., 2010, find that operation st
the overall systemandaneot | i kel y t o b(8 Geéta 2000 bth wdrehauspu e nt |
operations, the order picking operatiorthis largest controllable cost, and labor is the largest
component of the order picking operatidmazelle, 200 Therefore, this musbe a key data

consideration when resedaiag the impact of technology.
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In summary, lte technologies that aséudied herein argrimarily involved in improving
warehouseperformance The opportunities for warehouse utilization of these technologies
include real time control of operations, automation, and communications for supply chain
partnergJ. Gu et al., 2007 The focus of this dissertation is the real time control aspects of the
distribution branch warehouse.

As a final note on benchmarkindtheugh inventory storage is a primary function of a
warehouse, metriaglating to inventory turnover are not useful comparison statisscs
inventory levels are frequently determined by corporate policy outside the influence of the
warehouser distribution cente(Koster & Balk, 208). As Koster and Balk (2008) determined
when measuring warehouse performance, it is justifiable to only consider cost and service
aspects since warehoumseddistribution operations are not responsible for sidester & Balk,
2008. The goal of tis dissertation is to determine the impact of technologies on performance
that is controllable strictly by warehouse management, and as such, inventory turns, although a

classical metric, will not be considere

Informationand Communicatioifechnology(ICT)

In the supply chain, information technology (IT) is significantly more valuable in
facilitating the physical movement of materials rather than just a tool for conveying information
(Cachon & Fisher, 2000 IT, as related to supply chain operations, is defined by Cattani and
Mabert as data elements, data capture systems, analysis, and réQatttzug & Mabert, 2009

Autry, et al., state #it transportation management systéimdS) and WMS are the two
most common technologies that exploit the pro
maki ng i n | o g iwileBowessoxeiad 399 dspowse txeefits in transportation

manayement, warehouse management, and demand forecasting and plaatipgt al., 2005
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Bowersox, Closs, & Stank, 1999An IT system facilitates the data flow apobcessing of
information to execute the functions of a WMS, which include the fundamental warehouse
operations of receiving, putaway, order picking, and shipping. The WMS, in turn, provides the
data for real time inventory management and labor prodiyctheasuregAutry et al., 200%h

The work by Autry et al., 20Q%letermined that the human resource element had little to
do with the effectiveness of the IT system, suggesting that the technology, not the people, are the
real drivers behind the gains in the system metrics. Their findings further show that the human
resource investment for training does not translate for improvements in inventory management or
customer servicAutry et al., 200h The conclusion they draw is that hardware, equipment,
and software, i.e. technology adoptions, make e n t ieforpatianalyagil§o pringv i d
benefits in internal warehouse operations and customer service, the latter through improved

inventory managemei@@utry et al., 200h

Warehouse Management Sysg(WMS)

Utilizing the information and data facilitated by IT within a warehouse includes
applications such as ERP and WM&utry et al.,2005,find that the ability to use and leverage
information correlates to increased internal efficiencies, i.e. cost performance, andeidnprov
customer service, i.e. customer responsive(ssy et al., 2005 The purpose of a WMS is
fito manage and optimize operational and administratitigities along the warehousing
process, which involves receiving, inspectiladpeling, storing, sorting, packing, loading,
shipping, issuing documents amdnaging inventory (Banzato, 198&Barbosa & Musetti,
2010.

A WMS impacs positively onperformancemetricsandcustomer servicéBarbosa &

Musetti, 2010. Performancemprovementesults fromoptimization ofoperational resources
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and customer service from management of the inventory and outbound prdogssesbining
improvement on the flow ahformation and materiaiBarbosa & Musetti, 200 The WMS
will also integrate information across the supply chain through electronic data interchange (EDI)
and internally viaadio frequencyRF) communication methodsshich enable great
operational speed anthereforereduced cosfBarbosa & Musetti, 200

TheWMS provides data mining capability, i.e. the guiaks to investigatéhe
transactional data to provide information to management for strategic and tactical decisions. The
WMS provide capabilityor continwal analysis of inventorynovements andtherdatato assist
in determiningstorage locations fordbh inventory zones and inventory slotdowever, the
capabilities and benefits oMIMS is limited by thephysicalcharacteristicef warehouse
design, which includes the physical space allocated for stdregeapital equipment in place to
use for stoage modesand the technology utilized. Gu et al., 200,/presents a framework for
warehouse operations and inputs that lead to performance measurement(dn&uiocst al.,
2007).

Finally, while theWMS works in conjunction with aBRPsystem & maintain control
over the quantity of stock, the WMBayalso betasked with keeping track of where inventory
resides in a warehouse facility, reqngicontinual update aftock locatios, i.e. warehouse
addressesndinventorymovemeninto and out of each locationThe WMS maintains a
database of stock locations so that material may be appropriately assigned, i.e. slotted, into the
most beneficialocation for labor efficiency andr space utilization. This information is
captured and maintained by a WMS module knows as a stock locator $Bsteholdi Il

2017).
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Storage Policies

Simultaneously being defined by and constraining the WMS, are the invetdoage
policies ofawarehouse. Storageeas argenerallyclassified into one ahree céegories:
reserve storage, forward pick areas, and staging aféasprimary function of reserve storage
to house material for support of other operatio8pecifically, reserve storageintended to
facilitate largeor bulk storage of material thenay eithereplenish empty slots iaforward pick
areaor reserve storageanserve as a primamyrder pickinglocationfor case or pallet quantities
Reserve storage ar ea0s pthus adex pickingfrentireseree i S s pac
storagds generallylimited to large orders foan SKU oraless popular (activegKU so that
labor efficiency and productivity are not negatively impaggartholdi Ill, 2011 Frazelle,

2002. Forward pick areas, sometimes referredgsdast pick areas (FPA) are intended to store
items that are selected more ofte@, more popular SKUs within a warehouse. The
performance metric faa FPA centes onlabor efficiency. Staging areas are defined as
temporary storage, or an intermediagsting place, for inventory as it is moved from one
warehouse address to another location.

The determination of storage location must factor in other policies including picking
strategies, storage modes, and automdfioGu et al., 2007 Data maintained by the stock
location aspects of a WMS include the physical configuration of the storage,including
type and dimensionglusthe availdility of storage locatiosfor stock(J. Gu et al., 2007 To
interface with the storage locator system, and subsequently the order pickiesspgo@ WMS
maintains a database of stock locations which allow for execution of a directed putaway into a
storage mode, and then the order picking for the extraction of SKUs from the same lochtions.

properly assigning SKUs to storage locatitorsthe putaway operatiom WMS can use several
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criteria, but the most common are item popularity and maximum inventoags{érazelle,
2002 J. Gu et al., 2007 When directing putaway operations based on popularity, the WMS is
working to minimize order picking and material handling costs.

A WMS input parareter for assignment of a SKU ta stock location is an operational
decision to utilize dedicaiéixed), or random storage policie®edicated storage refers to a
policy that each warehouse location will hoosdy a specific SKU, or set of SKUs. The aisle
spacein a grocery store am@n example of a dedicated storage policyhat themerchandise is
always found in the same locatitmfacilitate the shopper (order pickerfhis policy is intended
to optimize order picking operations, while random storage is intended to maximum space
utilization (Bartholdi I, 2011; Frazelle, 2002J. Gu et al., 20QHackman et al., 2001

In a random storage policy, a WMS will keep track of all the storage locatnmhs
dynamically assign SKUSs to specific locations based upon a set of criteria, algorithms, heuristics,
as well as current Aon hando inventory. The
utilization while keeping track of where SKUs are ie tharehouse environment to facilitate
order pickingoperationgBartholdi Ill, 2013 Frazelle, 2002

In addition, a third factor of tass baseustorage usind\BC analysigequires SKUs to
be assigned to categories (classes) based @ewloharacteristics, such as annual sales volume
or ordering frequency (popularityPutaway and storagethenbased on the clashich in turn
will interface with the picking operationdn general storagepolicy is a strategic decision,
affecting warehouse design, systems, and management methd@sis et al., 2007

It should be noted that in a distribution warehouse operation, thererealye multiple

storage strategighatmay be employed within the various warehouse zones, based on zone
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priorities. As such, a single storage policy is not typically considered efficient or practical, hence
the need for a WMS for inventory control.

To summarize,lere is an interelationship between facility design and operational
strategies, with operational strategies including such managerial decisions asgibcgge
(random, dedicated]asg, picking methods (single, batch, zone, hybrids, etc.), and sortation
methods (progressive or downstregth)Gu et al 2010Q. For storage policies, dedicated storage
is preferred to improve order picking efficiency and yields improvements via order picker recall
of SKU location, and a reduction in travel time associated with @lsss based storage with
Ar ellayt ifveew @wankalvesimikaetravel timeharacteristicas dedicated storage policies
(J. Gu et al., 2070 J.Gu et al., 2010, find that performance measurement must take into

consideration cost, throughput, space utilization, and service.

Automatic Identification and Data Capture (AIDC)
Automaticidentification and data captuiea generi¢cermto describé¢echnology
designed to access data contained by an information technology, such as a baac&fdr
tag andtransfer thedatato an information system witlut humancomputerkeypunch
operations. Al DC technol ogies fAshare the com
storing, and communicating ess(@®mnGuUi2@€08 busi ness
AIDC for distributionoperationsncludes many technologies such laar codesRFID,
magnetic stripesmart cardsmachine vision, and real time locating systems. Each technology
has its own data capacities and application nf€heGu, 2008 Bar coding is the dominant
AIDC application in warehouse applications, having been introduced into retailing in 1974 and

now theestablishedow costAIDC application. RFID is a technology that is becoming
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commercially attractive in the extended supply chain, but is still seeking a foothold inside the

warehouseat an SKU leve(Q. Gu, 2008

Bar Codes

Bar codes are the most popular technology for automating data input in a warehouse
environmen{J. Gu et al., 2000 The physicatepresentationf a bar code is eitheone or two
dimensionapresentation When a bar code is confronted with scanning technology, the
information is interpreted, transferred, and converted to virtual computer entry keystrokes. Data
in a bar code is static in nature, in that bar code technology istammapplication printetb a
media with information that is fixed and cannot be modified. As the data is retrieved, the
information system utilizing the data must refer back to a data base or other IT source to conduct
further analysis or processes.

One dimensional (1D) baodes are a defined application of spaces and bars printed on a
contrasting media for a scanner to interpret by a process of laser light refl&dtehD bar
codebdbs most common applicat iCypfound e mosheseryUni ver s
retail product in North American. A global version of tiype of retailbar code is th&uropean
Article Number(EAN).

In order to hold more information, two dimensio(@D) bar codes were developtd
hold information in both a horizontal and vertical symtmontext. The 2D bar code requires a
different scanning technology than one dimensional bar coldes 2D technology requires an
Ai mager o or camera type operation to capture
format for proper interpretain. 2D bar codes have an advantage inaibiéty to hold and

transfer a greateamount of data threcan be stored in a comparable spacen 1D bar code.
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As new communication technologies are coming on line and mobile technology application can

replace traditional bar code scanners, more two dimensional bar codes may become prevalent.

Radio Frequency Identification fRD)

Bar coding is a Aline of siteo technology v
physically see a bar code to read thematreetime An emerging alternative to bar codes is
radio frequency identification technolggyhichdoes not need line of sitadcan also read
many items simultaneouslynaking it more versatile as a next generation A(@@lker, 200§.
Karaer, 2008 concludes that RFID is an fenabl
input and data for information systems to manage inventory costs in both the forward and reverse
supply chainKaraer, 2008

From a technologstandpoint, RFID offers greater data capability than bar codes, and
RFID tags are generally categorized as passive orgassive. Passive tags wait until they
receive energy from a reader, and then return the signal through a back scattgrasSeeni
tags are battery powered and are able to record information about their environment at
programmed timesnd thertransmit the data as with a passive tag. Where bar codes are a static
technology application, RFID can be considered dynaeaicnology wih the abilityto record
data

RFID may provide inventory visibility for both location and quantity, and is therefore
expected to provide data to an extended supply chain and help redugéacast, 2008 For
internal warehousoperations, RFID is still primarily a pallet applicatidn.a warehousing
setting, a benefit can be found in advance information sharing (AIS). This will allow a
distributor to predict and mitigate supply uncertainty by receiving AIS from manufac{Qrer

Gu, 2008.
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Q. Gu concludes thatcompans ar e sti | | in the nAearly ado
i mpl ementation, per Rogero6s Diffusign of I nno
evaluate business process impact versus(Qosbu, 2008 While, bar codes can carry a
"license plate" number to reference back to a database stored in atef,9¢&1D can literally
carry its database with ifThe biggest hurdles RFID adoption isystem integration and RFID
tag cosi(Q. Gu, 2008 However, Q. Gu goes on to state that much of the RFID related research
is that expected benefits are really estimates, and that studies have not been able to quantify the
cost benefit.

Some studies find that RFI DO pplyghaiesavitheast adyv
large volume of material and SKUs, and therefore have high information technology demands
for timely and accurate informatig@hopra & Sodhi, 2007 However,RFID at the case or
pallet level, as opposed to individual itespeneficial for cross docking operations within a
distribution cente(Chopra & Sodhi, 200 Fr om a WMS vi ewpoint, Q. Gu
that in a central distribution center application, integratiridhand inventory and outstanding
orders can aid in replenishment decision making, benefiting in reduced back orders and lower
total cost4Q. Gu, 2008 The potential at the individual SKU level has not been explored and
there isa lack of research for practitioners to use RFID technology in supply chain management

and to quantify th benefitfAndhare, 2010Wu, 2013.

Inventory Managemerand Control
Inventory management and control in a warehouse opefateonombination of ordering
policies, storage policies, and inventory control meti{dd&u et al., 2007 Ordering policies
for inventory mangement are not a topic of this dissertation as these decisions are generally at

the central distribution center level amdtside the control of the distribution branch. Order
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policy is generally a function of replenishment of established inventory léetdsmined for
customer serviceThe inventory control, i.e. monitoring and tracking inventamyntwithin the
branch warehouses of primary interest.

The information technology interaction with inventory control begins thi¢hreceiving
function asinbound material igntered into the IT database, and potentaslyigned a storage
location to reduce material handling cost and manage space utilight®u et al., 2007 The
three primary storage policies for inventory in a distribution operation include dedicated,
random, and cladsased storage. Of the three, WMS technology is needed to operate in a
random or clasbased storagenvi r onment . Dedicated storage d
WMS, but it is beneficial as the number of SKidcreases.

As distribution centerand branch warehouse operatigasvice larger regions, assurance
of accurate inventory records becomes mucie significant and a more challenging task.
Brooks and Wilson2005 state that failure to keep accurate inventory records can result in loss
of product, wastetime incorrecting records, product not in stock for consumers, and overstock
of items. Heese 2007,concluded that inaccuratevientory impacts optimatorage policies, and
therefore profit. In addition, Hees&007, finds that inventory contrainefficiencyis
compounded in decentralized distribution systemtsch is the environment fone¢ distribution
branch warehoug®. Gu, 2008.

Thekind of IT and WMSemployed by a warehouseevital to maintain the tradeoffs
between stock availability and inventory holding cost. However, having stock physically
available does not always translate into order fulfillment and customer s@altmann &

Belvedere, 2011 Technology adoption and inventory control are key factors in managing
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warehous®perations to improve customer service and control c&@ssvice level is the key
performance indicator of an inventagntrolsystem(Teunter etl., 2010.

A key outcome of inventory control is inventory accurabiwentory accuracy is
achieved through a combination of technology and warehousing best practices. Inventory
accuracybest practices AABC analysisdata mining activiesfacilitated through IT, and cycle

countingare discussed below.

Inventory Accuracy

The goal of inventory control is to monitor the amount of inventory held in a facility.
Inventoryaccuracyis defined as the physicah hand inventorgompared to the perpetual
inventory, i.e. the inventory value stored in the IT systamd is a key outcome of inventory
control activities. A critical function i WMS and warehouse related IT is to maintain a high
level of inventory accuracy in ordey chieve high customer service levels.

In a 2008 studypf 370,000retail levelinventory records, DeHoratius and Raman find
that oty 35% of records were accurdf2eHoratius & Raman, 2008If inventory systems
cannot maintain accueacounts and locations, customer promises may go unfilled. The
implications for the upstream distribution cerdebranch warehousativities are twefold.
First, if downstream operations cannot manage inventory properly, the interactions between
supp y chain members will create erroneous Atru
for item popularity and volume, which in turn will impact distribution center storage, slotting,
and order picking methods. Second, if we translate these inventorgt neaocuracies from
retail to distribution, a possible loss of 10% of profits may result due to higher inventory costs

and lost sale@DeHoratius & Raman, 2008
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Inventory accuracy is impacted by many sources, including transactios feomor
inbound and outbound processes, incorrect product identification, incorrect storage location, and
shrink due to damage or thé#Wu, 2013. The application of AIDC and storage technology
combined with a WMS may be able to autonatd/or impovethe business process involved in
inventory accuracyWu, 2013. Inventory accuracy is controlled thugh best practices afass

basedABC analysis and cycle counting.

ABC Analysis

ABC analysis ighe application of the Paretoipciple within the context of inventory
management . The proliferation of SKUs began
market i ngo strategies, and has caused a tremend
distribution center§Hackman et al., 2001 As the number of SKUs grew, so did the complexity
of warehouse magament and the need for technology interventithe main purpose of
classification of SKUs into categories ranked as A, B, or C is to simplify inventory management
by allowing theapplication ofdiffereniatedmanagemendtrategybased on SK& class basd
value to the organizatiafTeunter et al., 2000

The conventional ABC breakdown, as defined by APICS, the Association for Operations
Managemen, i s the #Aclassification of a group of
volume, defined as the number of(APICS,i2013 sol d m
The dollar volume stratification for ABC classification is useful for inventory control practices,
typically cycle countingto maintain inventory accuradgr a contribution to the customer
service metri¢Teunter et al., 2020

Along with dollar volumestratification ABC analysismaybe based upoitem

popularity which isthe number of timean SKU isrequested by a custome8KU popularity
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will drive slotting strategies, i.e. where to place material within a storage system, which in turn

directly impactorder pickngi n a fApi cker t qFrazeleo2080 met hodol og
An independent factosometimes considered in ABC analysisisthdt #f c rdi.é.i cal i t

the impact of a stock out regardless of sales volume or item popularity. Itis sometimes

considered for slow movingKUsthat have an inverse relationship between ordguéecyand

cost compared to the impact on the busin@s=unteretal.,2000The fAcost <criterio

SKU criticality, shortage cost, demévolume, holding cost, and order size, and is expressed by

O

@:1| %

Where:

b = criticality measured by the shortage cost

D = demand volume

h = unit holding cost (piece price x carrying cost percent)

Q = order size

The analysis of warehousing technol@gloptionon service level requires a different
approach to the conventional inventory theory that is dominated by a cost appkqardposed
multi-SKU approach developed by Teunter, et2010,createl a serviceadvel analysis of
inventory classification. In a mu8KU inventory system, the average fill rate over all SKUs is
calculated as the weighted average of the individual SKUs, with weight being determined by the
percentage of overall dema(ieunter et al., 2090 Teunter et al.2010,conclude that cost
criterion in combination with fixed service levels for each class will provide the optimum

methal to minimize inventory costs while maximizing customer sergieinter et al., 2090
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Cycle Counting
Cycle countings the practice of countingubsets of the SKUs witham operation rather
than stopping all material movement and counting everything, the latter being referred to as a
physical Il nventory. Physical l nventories are
existence due to tHabor intensive requirement and customer service disruption required to stop
al |l materi al movement t® conduct a Aphysical
Cycle counting isan industry standard practice fawentory control andnaintaining
inventoryaccuracy, and thereforecdtical part of any inventory magamentpolicy in a
warehousing environmentycle counting is currently the most common and established
method used by companies to keep inventory record acc{Datjoratius & Raman, 2008
The benets to cycle counting generally include higher inventory accuracy levels which, in turn,
lead to lower costs in realizing improved order fill ri€sster & Balk, 2008
Theprimary benefit of cycle counting to maintain inventory accuracy loprrecing
discrepancies between tphhysical count taken by a person doing the cycle count and the value
maintained by the computerized inventory, i.e. the perpetual ¢ganhg & Nie, 1992. If
there are differences between tyele count and the perpetwaunt further analysis is
undertaken to: 1) enter the correct count into the computer system, and 2) find the root cause of
recurring discrepanciedBrooks and Wilson2005 explain that with the correct execution of
cycle counting, 9% % omp dry tThadlemmafar@ largey . 0
company is that it takes a large amount of resources, labor hours, and money to ensure that cycle

counting is implemented correctly.
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Cycle countingcostis dependent upatihe laborinvolved and the fregency of the
counting cyclgYoung & Nie, 1992. War ehouse management s objecti

while achieving maximum benefit, where costlegined as:

Total Cost = stockout cost + cycle count cost + ordering cost + carrying cost

+ annual cost of SKU purchase

Thecounting frequency is detern@d by cycle count cost and the cost of a stock out
(Young & Nie, 1992. Other factors impacting the cost of a cycle count program iné&&de
stratification and relatethventorymanagementglicies.

Thecombination of cycle counting strategy and technology allow for organizations to
improve efficiencies and reduce cost in the cycle counting procesgsélbratius & Raman,
2008. Other than the inventory accuracdyetbenefits of cycle counting on the performance
metricswithin the warehousare not easily discernible. One of the major challenges in
justifying technology for a cycle counting program is the benefitémtiganization in financial
terms. In ordeto define value for an enterprise, rationatibnof the investment in both labor
and technology must be shown to positively impact performance metrics such as inventory
accuracy, customer service, and ordiérdites. Additionally, the value of improvement and
performance metrics must offset the cost of the technology investBmmeérsox et al., 1999

RFID is a potential breakthrough technology for cycle counting in that storage modes that
coul dr d&iperltfdo i nventory values coul gsetdynami cal l
inventory |l evels, thus eliminats(Wakerf2808 | abor

A sub-goal of this research is to investigate any current application to this end.
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CHAPTER 3
METHOD
Introduction
Thi s st wabkt determgne thd benefits of technology resource adoption and

explore the interrelationships between technology adoption and warehousing pradtess.
types ofmeasurements are useful for internal peni@nce benchmarking and rely onltiple
inputs(Hackman et al., 200 Koster & Balk, 2008 Data for the research was collected using
an online instrument to obtain information from primary sources, i.e. the distribution branch
managers in charge of the participant branch operations that are the subject of the rékearch.
analysis evaluateiiformation and communication technology (ICT), automatic identification
and data capture (AIDGgchnology, and warehousinigest practices to determine if specific
factors are more meaningful than others when considering distribution branch key performance

indicators (KPI).

Analytical Methods
Analysis of the data consistedairrelation analysis of the outcome (dependent)
variablesandmultiple linear regressioanalysisof dichotomous predictoir{dependent
variables representing technologies and bestipes utilized Analysis ofvariance (ANOVA)
is utilized as part of the multiple regression analysis by way of an overall regréds&inand
the fundamental principle that both ANOVA and multiple regresaaountor variance in

outcomegBrace, Kemp, & Snelgar, 20L2In ANOVA, variance, relative to the percentage that
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cannot be accounted fas,accounted foby direct manipulation of an independent variable
(Brace et al., 2002 Restated, AKDVA should be used when the researcher can directly
manipulate factors and measure the result of a change in the dependent (Brzalelet al.,

2012. Multiple regression is more applicable for naturally occurring change due to a set of
predictor variable¢Brace et al., 2012 In summary, both are applicable techniques but multiple
linear regression is preferred for this research.

Thepredictor (ndependentvariableswere analyzed withitwo functionaltechnology
groupirgs, ICT and AIDC,representingi f r o nt  oddrhinistragiveor playnmge
technologiesand warehouse floor support technologies, respectivdgearciuestionl and
2 utilized multiple linear regression and ANOVA to investig@d predictor variables and
AIDC predictor variables as separate technology subsets against the outcome variables,
individually and separately. Reseaf@testion3 used multiple linear regressitm first
determine predictor variatdéhat were significantusiness practices for the KPI, andrthe
utilized ANOVA to compare the business practices against the ICT and AIDC factors. All
outcome variables were consideredependenthand separate)yasKPI are generally unique
and company specificThefourth ard final research question used tesuls from the first three
guestions to build enultiple linear regressiomodelto establish gredictiveformula onthe KPI
of the wholesale distribution brancheEhe data analysis was conducted using SAS software
JMP 10pro.

In general, snple regression is used to determine a relationship between two variables
and is based on a linear correlation of variabless def i ned by rfHawensonds bi
2008. The bivariate, or two variable, Peargas shorthand for the Pearson prodo@ment

coefficient of correlation. Mathematically, Pearsas defined as the covariance (of the
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dependent and independent variables) divided by the product of the dependent and independent
v ar i athndaedddeation. The result othePearsom formula is that the algebraic sign

denotes the direction of the relationship, and the absolute value (between 0 and 1) reflects the
magnitudgMinium, Clarke, & Coladarci, 1999 No relationship exists if = 0, and a perfect
correlation exists at= 1. Simply stated, Pearsans a measure of how well the data fits the
model(Norusis, 2012a Regardless of the value, regression analysis will evaluate association of
variables but does not infer causation.

In simple regession, as long as there is some covariance,li.e.0, t hen calcul a
coefficient of determination?, will allow the researcher to determine the amount of variance
shared by two variablesThe larger the? value, the more direct influenégevidenced between
the two variabls, i.e.ther?valued e f i nes the fAproportion of vari a
accountedfoby t he wvar i a@iniometal. M99 he ot her 0

As the research goal is to investigate the impact and interaction of mpltguletor
(independentyariables orsingleperformanceoutcome(dependentvariables multiple linear
regressions required for analytical purposeMultiple regressiorseeks to determine the
influence of more than one predictor (independent) variable and agit@me(dependent)
variable as well as consider the effect of the interaction between the preditace et al.,

2012 Norusis, 2012a Although multiple regression analysis is best suited to predictor
(independent) variables that are interval or continuous, it may be used with ordinal calnomin
(dichotomous) predictor variabléSreswell, 2003Norusis, 2012g and was thus an acceptable
statistical technique

Multiple regressioranalysiswas primarily utilized rather thadNOVA for two reasons

First, ANOVA is best suited for data that seeks to find if there is a differargke regression
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seeks to determine if prediction is possitlayden, 2008 Secondthe number of predictor
(independent) variables used in the data collection instrument would make ANOVA an unwieldy
methodologybased on the number of potential interactiofihe number of combinations of

pairwise interactions in an ANOVA is defined as follofiayden, 2008

Where:
C = total pairs

n = levels of predictor (independent) variables

Multiple regression waselected rather than ANOVA since the number of predictors was
established at a maximum of nine, yielding thisty interactions plus nine original factors,
which would make the ANOVA difficult if not meaningless to interpret.

ANOVA andmultiple linearregression are essentially the same technique and share
assumptions, goals, and distributioMghereas ANOVA calculates statistics for each
interaction, multiple regression will pool the interactions into a single error valih. nBbdels
are useful fornterpreting continuous outconi@ependentyariables, and both may utilize
categoricalvariables One difference is thatominalvariables must be dichotomous for
regression and do not rieto be so for ANOVA.

Both regression and ANOVA ashesum of sqaresmethodologyto partition variation
(Norusis, 2012a Wher e ANOVA partitions variation as
regression utilizes analogous parameters as

error,0 respectivelyKlimberg & McCullough, 2013Simon, 201). Thefwithin groug,

i w

\
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unexplained variatigns evaluated using plots of the residual€ompare theest fit sum of
squares line to the actual data points.

A review of literaturevas used taleterminghe principal wholesale distribution branch
operationKPI to use as outcom@ependentyariablesand the predictor (independent) variables.
The investigtive nature of the researmquiredgathering data on significantly more predictor
(independentyariableshancould be supportednder t he principle of par
smallethen u mber of v ar (Klmberg&dMcQultowgh, BOAR Therefave, the
intendedmultiple linear regressioranalysiswas well suited to an iterative data revieWwich is
typical for multivariate real world statistical studigdimberg & McCullough, 2013

As the purpose of the rtiiple linear regression s tea i ft plue forathe wutcome
(dependentvariable it wasalso necessary to gauge how well the model functidhss is
accomplished by considerinige following stepgKlimberg & McCullough, 201Band the

output tables from JMP 10pro

1. Evaluate (run) a set of predictor (imdent) variables using the least squares
regression analysis and reviélre overall regressiof test ANOVA table output

2. Review and evaluate tlgarameter estimatépartial regression coefficients
generated for each predictor

3. Conduct dest of assumptionssing the predictor residualsa successful model
is developed.

4. Estimate usefulness of the model based ostinemary of fit(R* andadjusted

R?)



43

Thefirst gep in utilizing multiple regression is a review of theerall regressioft test
ANOVA that represent several equivalent null hypotheses regarding the reg(Bssioss,

20123:

1. There is no linear relation in the population between the dependent variable and

the independent variables.

2. All of the parameter estimates (population partial regression coefficients) are O

3. The population value for multiple’s 0.

The evalation of the ANOVA table determidethe direction for the reviewf the
second table, thearameter gtimateqpartial regressiorcoefficients) Given the set of null
hypothess, if the overall regressiohNOVA F testprovided a probabilityF small enough to
reject the null hypothesithe interpretation was at least one of the population parameter
estimates was naero Q) andthusinfluenced the outcome varial®orusis, 2012a This then
allowed thenext table of parameter estimatede used to determirefinal regression modef
any of the partial regression coefficientgu@ameter estimates)evestatistically significant based
on thet statistic

If the probability ofF was too large to reject the nhlypothesesthe same parameter
table would be evaluated for varialsiereeningandexclusion for a subsequent regression
analysis on a different subset of variahles i n g #twh es efostoep st andard

There are automatic procedures for variabtiuctiont he most ¢ ommon
wi s e 0 .rBepwiseatlows the softwee to remove predictor variables that are no longer
significant as new variables are introducethis is accomplished by entering all variables in
sequence and assessihgir R? value. f thealgorithmdetermines thavalue is gained, the

variable iskept and all other existing variables areex@luated. If there is no longer a statistical

bet a
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significance for a variable during-exaluation, it is discarded from the model. The-stege
method is designed to place the smallest number of predictablesiin the modgBrace et al.,
2012,.

However, for discussion purposesimanuab approach was undertakem the
Amanual 0 approach, the researcher has maxi mum
variables to screen out or include, and can investigate combinations based on understanding of
the variables as opposed to pure mathematical review. Sayeerphes removing predictor
variables with the least contribution to the outcome and least interactions contributing to the
outcome.When there is more than one predictor (independent) variable fmrteaome
(dependentvariable as is the case withmuli pl e | i near regression, it
the contribution of each predi ct Bracdkeyal.,si mpl y
2012. Norusis states that fAa common mi studke i n r
of the partial regression coef fi (Noresis,t2812a) o t he
The mistake is in assuming that the variables are all measured on the same scale or unit of
measure.

Thus, there is a standardized regressiondoe ci ent ( b ) to measur e
predictor variableds i tnfhleuémecgeontthlre valtueo oé
impact(Brace et al., 2012 Standard Beta is the absolute value of the statistic, which ig-a uni
less measure since it is the partial regression coefficient standardized to its z score (Norusis,
2012a) The larger the absolute value, the more important the variable (Klimberg &

McCullough, 2013; Norusis, 2012alNote that when utilizing dichotomowsriables with a
level of zero (0) and one (1), the parameter estimates may be utilized as they are all based on the

samesamplescal&t r i ctly speaking, if all the predict
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value is not required as all predictorvyda common magnitude. However, for reproducibility
of methodology, the st andaindummary the andigalwas used
technique for evaluating Researche3tions I 3 involved an iterative multiple regression
analysis taletermine predictor variables
Question 4 was then a construction of a predictive model based on the variable screening

conducted durinQuestions 11 3. Thepredictive multiple regression modslof form:

Outcome (dependent) Variable = constaffit; IV, + W+ IV, . b
Where:

IV, represents the independent (predictor) variables

b, represents the partial regression coefficients

constanis analogouso the intercept othe univariate regression modlorusis, 2012n

The partial regression coefficients r ef erred t o as fiparameter
output,tell how much theutcome (lependentvariable will change when the value of the
predictor {ndependentincreases by one (19r in the case of dichotomous variables, by the
presence or absence of the treatment.

Steps 1 and gage 41)were run iteratively until auitablesubset of predictor variables
weredetermined Beforethe final stego evaluae the model for its usefulnesse. how well
would the model predicthe assumptions needed to be testadhe residuals. A discussion on
assumption testing is providedtime next section.

If the assumptions did not reject the multiple rejection model, the final step was a review
of th esumimary of fib  t ahlich peovided informatoron t he fAgoodness of fi
for R?, adjusted R and the root mean square ef@MSE). R?, the square of multiple

correlation coefficient R is a measure to determine the proportion of the variance in the outcome
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variable accounted for, i.e. explained by, the m@Bedce etl., 2012 Norusis, 2012n For
example, if R = 0.827, then 82.7% of the observed variability in the model would be explained
by the predictorand their interactionsicorporated in the analygijslorusis, 2012g larger is
better

However, to improve the iavcec wraa cuye ,f?darn $ifiraedaj!u
calculated to factor in the number of variables in the model and the number of observations used
for the analysis. The adjusted i® the most valid success measure of the model, i.e. how well it
would fit another set of datfrom the same populatigBrace et al., 203;2Norusis, 2012a An
acceptable adjustedfor a regression model would indicate that theapeeter estimates, or
partial correlation coefficients, can have predictive value.

The RMSE statistic would be useful at the end of the analysis to determine which model
is better if a comparison of models is appropri®&ISE is the amount of unexpl&ad error in
the model, therefore the one with the lower RMSE is bé&ftarver, 201D Similarly, the model
with the higher adjusted’fs better as the data is more likely to be representative of other data

sets.

Multiple Linear Regression Assumptions
In order to employ multiple linear regression analysigcome (dependent) variables
must be measured on a continuous scad predictor (independent) variables may be measured
on either a continuous or nominal scale, with dichgtpneferredfor simplicity of coding and
data analysisGiven suitable variableseveral assumptions needo® metto utilize the
statistical analysjsncluding(Hayden, 2008Norusis, 2012a
1. All of the observations must be independent,nelusion of dservatios may not

influence each other.
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2. For each value of the predictor variable, the distribution of the values of the outcome
variables must be normal. This svavaluated using histograms for eaalueof the
predictor i.e. the two dichotomous levels selected duringatiadysis.

3. The variance of thdistribution of the dependent variable must be the same for all values
of the predictor.In this casehistograms were evaluated for normality at each of the
dichotomous levels.

4. The relationship between the predictor (inelegient) and the outcome (dependent)
variable must be linear in the population. This is measured with the overall regfession
test ANOVA, evaluating if the probability &f is significant which would reject the null

hypothesis that the population slopeialg zero.

Of note is that multiple linear regression is relativelyust to the normality assumption
since in practice it can rarely be confirméthyden, 2008Norusis, 2012a As the number of
cases was relatively small with some of the predictors, additional analysis and interpretation was
required to validate result®\fter the regression analysis was run, two additional hypotheses on

the results were required to establvalidity of the resultéCarver, 2010Norusis, 2012pn

1. Prediction errorsnust berandomfor all values of the independent variablehis was
evaluated by examining a histogram an@Q@quantile) plot of the residuals. In JMP
10pro, this was awo-stepprocess to first save the residuals as a new variable, and then
conduct the analysis.

2. Predictor variablesnustvary independently wih each othe(Carver, 201D If any of the
predictors are highly correlatédany a all of the othes, a condition of collinearity
(sometimes referred to as mubllinearity) exists(Carver, 2010 Violation of this

assumption will lead to erroneous parameter estimates and potentially incorrect



48

interpretation of the dataFrom the linear regression output, if the ANO¥Astatistic

and the parametestatistics are dth small (significant), then no collinearity exists

(Carver, 201D

In summarymultiple regression analysis was selected for this research because it is
Amore or | ess robusto to s on(daydems 2088 Rolugtisi r e me n
further defined to mean that the technigstill valid and may beusedut fiextra car e
b e t @lknerpréting the results as the statatisignificance may be affect¢dayden,

2008.

Selection ofVariables

Selection of variablesequiredtwo analytical stepsl) selectiorof potential variables for
data collection and model inclusiamd?2) selecton of variablesfor the predictive model, i.e.
variables thatemain in the model after analy¢ldayden, 2008 This section discusses the
former, whereas the data analysis section of this research discusses the latter. For potential
predictor (independent) variable selectiaa,depicted in Figure 6 belowtreangulation
approachwas used by conducting a reviewscholarly literature, industrgndprofessional

surveys, and field visits to distribution branch operatiorsasterrNorth Carolina.

Review of
Literature

]

Technologies,

Practices, Metric

Field Visits and Warehouse Educatio
Interviews Research Council

Figure6. Triangulation of Sources for Criterion (Dependent) Variables
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Predictor (independent) variables for this study were based on technologies utilized by
companies in th&Varehouse Education Research Council (WERGYrt(Manrodt, Vitasek, &
Tillman, 2013, and the review of literature conducted for this researdte WERC report is an
annual survey of the wholesale distribution industry and warehouse psgatides published
throughDC Velocity, aleading industry trade publicat.. Dr. Karl B. Manrod, Ph.D,

Professor at Georgia Southern Universityllaborates witibC Velocityto conduct an annual
survey of the distribution industrgnd has been doing smce 2004 The 2012 report
referenced by this researalas based otwo hundredandtwenty fiveindustry responseand
provided critical information for technologies, besagiices, andPls. In addition, warehouse
practicesvereextracted from the review of literature, with primary contributonsideratios
given toHackman et al 2001, Frazelle2002, and BartholdR011.

The predictor variables obtained were categgatias dichotomous, representing
utilization or nonutilization, with duration of utilization effects if applicable. Further, the
predictors werelassified as fixedariables, rather tharandom or covariateUsing a fixed
approach allowdfor generaliation andanalysis to further explore significant results frtra
demographic data collected as part of this research

The establishment of outcomeeftbndentvariablesvas based on performance metrics
from theWERC report, the review of literature, afield visits to distribution branch operations.

The data collection method useéctosed fornd type of questionnairand therefordt
was consideredecessaryo provide for unanticipated responses by providingaiheio
category(Best & Kahn, 200§. The fot her 0 v ar ieachtaegonyafdatai ncl ude

collectionin conjunction withanopen endedespons®pportunityto enhance potential for
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future research and to compensate for any new technology on the industry.h®hesekcted
variables arelescribedn Tables 2, 3, and.4

The variabl es i DataDanodraphic®, i habeldedt &ae @descr
information for the individuatlistribution branch operations that agses from the survey.
Numeric data was collecteohd classified as nominal, ordinal, or continuousm®aryand
descriptivestatisticsvere generated in the data analysis section for each of the variables and
crosstabulations generated as initial data review. The data was subsequently utilieed in
conclusionand discussiosectionof this research

Table 3 represents the predictor (independent) variables, grouped by three categories
further refined in the data analysis: 1) Inforrmatand Communication Technolgd)
Automatic Identification and &a Gipture and 3) Best (Warehousing) Practices. As the
research goal was investigative, there was an abundance of potential predictor (independent)
variables included in the questionnaire althoughuse of too many independent varialnes
regressia analysisallows for small contributors to artificially reduce the contribution of the
meaningful ones, referred to as o¥iging the modelHayden, 2008Norusis, 2012pn
However, the intentional over collection of predictors came litite or no expectation ofra
initial useable model due to the large number of predicéoid therefore lent itself to multiple
linear regression analysis for a screening (reduction) cdblas based on individual variable

contributions and interactiong he analytical methods selected facilitatied tltimate goal to

ascertain the smallest subset of predictor va
meani ngful when t herHaydenf2008t oo many variabl eso
The research questions directed data coll ec

responsedyut the questionnaire was designed to collect further information by asking for three
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possible distinct Ayears of wutilizationodo resp
analysis and predictive models were limited to the type of technolagiebest practices
extracted by the triangulation approach as shown in Figure 6.

The outcome (dependent) variables, shown in Table 4, are the measurements of the KPI
that were determined by the triangulation approach to variable selection.

In consideing the WERC report and the review of literature, it was apparent that
different companies may have different, yet related, definitions for key measurements such as
order fill rate and inventory accuracy. As the research goal was to obtain as much useful
information as possible, two alternatives were presented in the questionnaire to encompass
various definitions and interpretations for two of the outcome varialblegjrsinTable 4.

Similar to the predictor (i ndepeandearmnti)abJer
included to capture information outside the proposed alternatives presented. The primary goal
was collecting information for spotting industry trends and supporting possible future research
topics. A correlation analysis was initiallyerformed on the five outcome variables to determine
if any of the outcome (dependent) variable alternatives could be eliminated from consideration

for modeling to simplify the analysis while providing meaningful results.

Table2. DataDemographics

Description Variable Data Type Comments
Industry Nominal 6 type;
. 5,000 f
Warehouse ft Ordinal increments
Customer Base Nominal 5 types
O?)r;r;(t:ign Number of SKUsStqcked Cont?nuous n/a
Demographics Nur_nber of SKU&Shlpp_ed Cont!nuous n/a
Estimated Stock Locations Continuous n/a
On-Site Warehouse Employees Continuous n/a
Average InboundDaily Deliveries Continuous n/a
Average Outbound Daily Shipmen{ Continuous n/a
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L : Statistic Sought
Description Variable Years of Utilizations

ASN Inbound Delivery Ordinal

ASNT Outbound Shipment Ordinal

. ERPi1 Enterprise Resource Planning Ordinal

Informat!on & TMST Transportation Management System Ordinal
Communication - -

Technology WMS'i Warehouse Management System Ord!nal

(ICT) E—co_mmercePor_taI Ord!nal

Mobile Computing Ordinal

Tablet Computers Ordinal

Hands Free Picking Technology Ordinal

1D Bar Codes Ordinal

2D BarCodes Ordinal

Teg'ﬁgogy OR Codes Ordinal

RFID Ordinal

Integral RFIDi Bar Code Ordinal

ABC Stock Analysis Ordinal

Annual Physical Inventory Ordinal

Best Cycle Counting Ordinal

. Cross Docking Ordinal
(Warehousng) -

Practices G_olden Zones . Ord!nal

Pick Path Routing Ordinal

Stock Locations / Addresses Ordinal

Type of Storage Policy Nominal

Table4. Outcome (Dependentjariables

Description Variable Data Type
Fill Rate (lines) Continuous

Key Fill Rate (order) Continuous
Performance| Inventory Accuracy Dollars Continuous
Indicatoss | Inventory Accuracy Units Continuous
(KPI) On-Time Shipments Continuous
Otheri TBD Continuous

Research Questions ahgpothegs

The researchuestionsand their relatedull hypothess, asshown in the conceptual

model found in Figur&, are detailed below
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Q1: Do branch operations that invest in information and communication technology have
better performance than those that do not?

Hoa: Branch operations that invest in ICT have the same performaricesasthat do

not.

Q2 Do branch operations that investantomatic identification and data capthes/e

better performance than those that do not?

Hoo: Branch operations that us¢éDC have the same performancethsse that do not.

Q3: Do branchoperationsthat t i | i ze fAbest whemvebditerusi ng pr ac
performance than those that invest only in technology?

Hos: Branch operationthate mp | oy A b e lsave the same perfooneemghose
thatrely solely on technology

Q4: What are the contributions of different technologies and best practices to inventory

and customer service metrics in a distribution branch operation?

For Questions 1 and 2, the individual hypot#sagerefurther subdividednto three
distinct null hypothesésased on theorrelation analysis of the fivautcome variables. The
individual hypothess are detailed in the data analysis section of this report. Qued@sa®
thesignificant predictorérom Questions 1 and &gainst each of the business practices to
determine if the technology application created a significant difference in performance. The
specific null hypotheses were established from a review of Question 1 and 2 concliisiens.
analyss of ResearcRQuestios 1, 2and3 became the inputs tonaultiple regression prediction

formulato assess resear@uestion 4.
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H4

Information &
Communication
Technology

Key
Performance
H2 Indicators

Automatic
ID and Data
Capture

Best
Warehouse
Practices

Figure7. Conceptual Research Modeid Proposed Hypotheses

Population and Sample

Figure 1detailedthe placement of distributidsranch operations ia supply chain
employing avholesale distribution channel’he population for this studyasthedistribution
branch warehouse operatidios wholesale distribution companies tlmave a relationship with
East Carolina Universityo6s ( ECUntheBapatmeniobut i on
Technology Systems in the College of Technology and Computer Scibistabution
companies recruiting at ECU are generally represented by one or two individihals
administrative rather than operatadjob functions, and ecruitingtends to be fomultiple
company locations rather than for specific branch operatidherefore, a relatively small group

of individual contactsi.e. the recruitersyere initially contacted to devel@much larger
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population for the studyonsisting obranch managers of their respective distribution
operations

The sample grous defined asa norrandomfisample of convenienog¢Creswell, 20038
consising of all distribution companies that had expressed an interest in hiring students for either
full or part time employment during the academic year 2Z00P3and were knan to East
Carolina University Although not a true random sample, the sample is considetegendent
in thatthe responding branebwere not individually selectedor did they have any interaction
with each other that would influence the da®atistically, the sample was considered
independent for the test of assumptioAslditionally, thesample represents a cross section of
seveal industries, including general industrial maintenance, repagdoperationgfMRO)
supplies, heating, ventilagy, and air conditioning (HVAC) component suppliers, plumkangd
water workssuppliersandelectrical supplies. This sample includes bgthblic and privatsy
ownedenterprises.

The sample was restricteddastribution branches that ageographially locatedeast of
the Mississippi River Anecdotal evidence suggesdthat students from the progranereprone
to stay in the eastern part of tHeS. for post college employment, thus the geographical
limitation. The geographicalrhitation of participantbranchesvas desirablsinceoneobjective
of the research was to guide the technology training for studgB@U, and these branches

represergdthe primary population

Data Collection Method
Data was collected using an-bne survey toolQualtrics, licensed and administered

through East Carolina Universityn general, collection instruments are referred to as either

Asurveyso or,0 Awiutelstti e naaubtelse di fferences bei

I
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presentedCreswell, 2008 The distinction between a survey and questionnaire is discugsed b
Creswell and Best and Kahn in their statistical reference bdakseys are designed to provide
Aqguantitative or numeric description of trend
a sampledo with the go alothersubjectivé rmeasuresmpdatato ons, a
produce generalizations about a population from a safBpkt & Kahn, 2006Creavell, 2003.
By contrast, an instrument that seeks factual information rather than attitudes and opinions is
generally referred to as a questionnaire, i.e. a tool designed to collect objective data, and not
subject to opinioriBest & Kahn, 2006Creswell, 2008 The instrument used for this research is
considered a questionnaire in thajatheed data andnformation, rather than opiniosand
attitudes

Figure 8 summarizes the process used to obtain participants for the questionaire.
multi-step approach was required to obtain contact informatiandosidual branch managers,
asthe population representsmpanies recruiting at ECU, but the participants nactually
visit the ECU campusA total of twenty-oneindividual representatives from eighteen different
companies, representing six different industries, were contacted to obtain the names of branch
managers at the wholesale distribution level (see Figune dider to send a questionnaire.

A total of one hundredndeighty questionnairesere distributedria emailthrougha
combination of th&ualtrics survey system atige researché& emailaccount. The initial
contacts were asked permission to utilize their name in a support statement when the
guestionnaire was sent to the individual branch managers to achieve a larger response rate. In
addition, each survey essentially had a requestfrdme r e s pamageite corhpiete the
survey which eliminated any bias effects with personal relationships to ECU or the researcher.

Theemailincluded an introductory letter providing the context of #guest for data and a
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referralfrom someone fom within their companyTheemailto the branch managers contained
a weblink, and generated ninesix individual responses. hEninety-six responses yielded a net

of fifty -sevencasesa net response rate of approximatéiyty-two percent.

Email
follow

up

Follow
ups

Contact
Info

Phone
contact

Figure8. Data Collection Process

Data was collected over a feuweek period in order to minimize impact of external
business and economic forces on the performance metricsiméheindow was generally
segmented as followsieekonefor initial representative contactveeks two and thredor
guestionnaire distribution, and wefgur for follow up andsecond requests.

The first week of data collection entailed contact of company recruiters by phone to
personally explain theature otthe request or leave axplanation as a voice mail. Immediately
after the phone contactgardless of live conversation or voice maiilemailwith a standard
script was sent to the individual to restate the verbal message just delivered. Tdfebotiix
voice andemailcommunicatiorwasto ask company recruiters for branch manager names and
emailaddreses Theemailsserved to avoid confusion or misunderstandihthe voice maibr
conversatiorby presenting the same information in text, and igiogt h e r e seeailtoc her 6 s
facilitate the requested information.

The secon@nd thirdweek of data collection was for distribution of the questionnaire

through the Qualtrics system. Qualtrics provides for creating bloaksailaddresses to be
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input for survey distribution, which allowed customizeaik to the groups of branch managers
working in the various companies. Témmailsent contained an opening referral statement so the
respondent could see who provided the researcher their namealitioradheemail contained

all the hstitutionalReviewBoard (IRB)requirements with regard to participant options for
voluntary participatiomand potential negative impacts of participation

The benefits of using the Qualtrics software were realizéiteifourthweek of data
collection. Since the software facilitated grarpail it also was capable of tracking survey
responses, and differentidteetween no response, started surveys, and completed surveys.
Follow upemaik were crafted and sent td @dcipients that had not yet completed the
guestionnaire. The follow ugmailwas different from the initial introductoemail but also
contained the web link for the questionnaifide fourth week bthe questionnairavas utilized
t o send fmdisdorakpegplavbhodhad completed a questionnaied afinal follow
up or second request to thogdo had not.

The goal ofdata collectiorto obtain a minimum of ten observations per independent
(predictor) variable was established at the onsétdw dor proper data analysisven if only a
limited response rate occurred. The intended multiple linear regression analysis establishes ten
cases per independent variable as an acceptable minimum, with responssgyobtwver
c onsi de rie. thettér Dypesliterwor rafgneaning less of a chance of that we do not reject

the null hypothesis when we shoyldayden, 2008

Questionnaire Design
The questionnaire can be found in Appendix D and was reviewed by the Institutional
Review Board (IRB) at Indiana State Wairsity; a copy of the IRB exemption lettepovided

in Appendix A.
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The researclvas investigative, rather than experimental in natoeace the
guestionnaire was designed to cast as wide a net as possible and include numerous predictor
(independent) variablesThe questionnairsought facts and objective information, awbided
financial related questions to enhance the responséifitean, Smyth, & Christian, 2009 To
prevent low response rate bias, the survey lewgheld tofourteentotal questiongDillman et
al., 2009, although some of the quists had multiple component partssiwn in Table 51In
total, the fourteerquestions resulted fiorty twoi ndi vi dual dat a rgspomsest s, pl
for qualitative information omypes of softwarei ot her ¢ m@a U rtédtlnsldyiesr fie
purpose of thegualitative(descriptivg informationand fiot her 0 data was to
future research.
The opening page of the instrument served as an introduction of the questionnaire and to
meet the guidelines as established by the IRBe second page started with easgdlin
guestiongo gatherdemaraphic information from the respondentThis question type is
intended tadraw the respondesiinto the instrumentsThe next cluster of questions included the
predictor (independenvariables which wereconsidered to be common knowledge for any
branch manageand included blocks anformation and communication technolggytomatic
identification and data captyr@nd best practicesThe finalblock of questions dealt with the
outcome (dependent) variables, i.e. #iels, andpotentially required some research by the
participant. Thus, tresewer e posi ti oned | ast stocomgetiand fi c o mmi
final open response question at the end was a query for technopwgeges, or metrics not

listed withinany prior question or response option
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Table5. Breakdown of Survey Questions

Cluster Number of Questiong Total Data Points| Open / Free Response
Demographics 8 9 No
Technology ICT 1 10 Software Type
Technologyir AIDC 1 6 Software Type
Best Practices 2 9 No

Metrics 1 7 nOt her o
Other Information 1 1 Open Ended
Total 14 42 n/a

Each of the predictor (independewnéariable clusters, i.e. the two technology groups and
best practices,&ted esi gned to obtain ar rewdpiolnlisfzetdhfe fAbnroatr
utilized a factor, the response was directed tome period otitilization rather than a simple
Ayes Ti me f act ortablisked afiess than lorie ye@foneitd two yeai® and
fitwo or more year® Thesurveydesign intent was to capture data on technology
implementatiorstatus at the same time as measumiadyprity of utilization effects

Similarly, the KPI data employed aslidingscaled a finot applicabl ed
Thereforemoving the Bder on the questioantered the response more quickly a&figctively
responded fAyeso wi comtributing toahd doalfhngnim&ingthee st i o n
guestionnaire form and completion tim&€hequestionnaireesponse design time was ten
minutes maximum, with the goaf avoiding survey fatiguand obtaining the highest possible

completion rate

Questionnaire Validity
Validityofasur vey instrument refers to the abild]i
i nferenceso f r qGresweh 200x Fultherevalitity id gedeliytsabdivided
into three categoriesl) content validity i.e.the instrument measiwg@hat it is supposed to

measure?) predictive oroutcomecriterionvalidity, i.e.the instrument predisbr correlats
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with a criterion, an@) construct validityi.e.the instrument measiwgeonceptsorrectly
(Creswell, 2003

Content validityis required to insure that the questions represent the required aspects of
the constructs, i.e. the data on the prediata outcomeariables. Contentalidity includes the
number of items in the questionnaire, the format of the questions, completion time of the survey,
directions to the participants, and administrative functions. For content validity, the questions
must have generally accepted meanigd questions shoulte phrased in the least ambiguous
way (Best & Kahn, 2006 Thus, there was an iterative processg@sstions wereontinually
refined andmodified for claritybased on feedbaclOf note is that the instrumeuatilized was
classified ag questionnairghus makingjuestion reliability and psychometgcoperties of the
specific questionaot assignificantafactor in the instrument construction

To obtaincontent validity, lhe instrument desigwas reviewedy various experts. A
research consultant from the East Carolina Univeys@¥fice of Faculty Excellencassessed
the number of questions, format, time for completion and similar technical aspects of the
Quialtrics material. To assess generally accepieghings and potential ambiguity, the
guestions were reviewed wigitofessionals in the fielitom distribution branckslocal to
Greenville, NG andfaculty within the Departmentf Technology Systems at ECU

The predictive (outcome) validity was evatad by the statistical analysis completed
after data collection.

Construct validity is a measure of the adequacy and relevance of the questions within the
guestionnaire to assetbmtthe content being measured captures the intent of the queBtion
psychometric analysis alurveys, thisisassestu si ng Chr onbacds al pha an

correlation of responses from similarly worded questions seeking information on a common



62

criterion(Dillman et al., 200 For this questionnairehére was no duplication of questions
needed sinctacts were soughtther tharattitudes and opinionsyhich eliminaiedthe need for
redundany.

A subsequent concern regarding suryaysl even questionnairggentonly on
gathering factual informatigms thatvarious forms of bias may be present in the returned data.

The two primary sources of bias considered here include low response rate bias and persuasive
effort bias.

Low response rate biasesisosnfiishevelyfesti mate
had a large sample group responded, the results would have been significantly different
(Creswell,200B0r Ain a way i mpibman ehal t200R Onetwygo st udy o
validate survey results against a low response ratelmassed by Duran and Hil] 1989 was
to compare characteristics achieve@d sample against a benchmark survey from a larger sample
size(Olson, 2008 Although not a direct comparisahjs suney data was compared agaitist
benchmark survey theWERC 2012 study of the wholesale distribution industry and
warehouse practices discussed in the variable selegation(Manrodt et al., 2013
Considering that the WERC survey was for distribution centers that are suppliers to the branches,
an underlying assumption was that the &I the branches would be the saméess than
reported by WERC for fill rate and @mme shipments. For fill rate, the typical DC demonstrated
values of 97% 99% (Manrodt et al., 201)3vhereas the respondent branches 95% confidence
range was 73%91%. For ontime shipments, the typical DC demonstrated valu€8&4-

99% (Manrodt et al., 2003wvhereas the respondent branches 95% confidence range was 86%
94%. As the WERC benchmark data and the survey results appeared to be properly aligned, low

response rate bias appeared to be aisgre. Additional supporting research by Curtin, Presser
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and Singer2000, Keeter et 312000, and Merkle and Edelmd002 showed no strong
relationship between nonresponse rates and nonrespong®Isas, 2008.

Also considered wasids error based on the theory that persuasive efforts may provide
data filled with measurement er@Ison, 200%. Conflicting theories exist on the benefits of
persuasive effortsyith the goal of high response rate being offset by measurement error due to
pressure to provide answers without factual ¢ataon, 200%. First, Dillman supports
obtaining sponsolsp of a legitimate authority to increase response(2itbnan et al., 2009
This methodwasemployedby requesting theecruiter to provide potentiglarticipantemail
addresseand contact infonation Since all questionnairemailk provided a referral, all
returned data was considered uniform, leaving only measurement error bias as a concern.
However, referencing back to the WERC 2012 survey analysis, and a subsequent preliminary
review of outliers in th data analysis, the results of the data analysis were considered valid.

Once questions were properly structured, the next goatfliagncyand time
minimization for potential respondents. tédrget response tine not more than ten minutes was
arbitrarily established in an effort to boagimpletionrate. To enhance efficiency and time, the
instrument was structured into question groups: demographics, information and communication
technology, automatic identification and data capture, best pracivgsnetrics. The goal of
the survey design was to start with easy to answer questions and draw in potential respondents.
Next questions regarding technology and best practices were asked, again seeking facts that were
most likely common knowledge withi t he br anch manager dés purvi ew
guestions was Nn@ewhlioecmanacmres meemred st hat branch

look up data for responses.
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Within each goup,questions werelustered whergossible to pose a common questi
that had many sutexts for responseslomgwithe asy t o respond to Apoint
Grouping questions by common response type allowed for simpler participant interaction and
reduced time. For further reference, please review the questmfmand in theAppendixD,
guestiomairepages three, four, and five.

Once the survey questions were properly vetted, and befatactwith any participants,
the research protocol and instrument design was submitted to the Indiana State UnitiRRBsity
to insure the protection of human subjects that would eventually be part of the re3dwrch.
IRB review of the protocol resulted in an exempt status, as shovppendixA.
Documentation of the communications to the company representatives and the participants are
found inAppendclesB and C A copy of the actual questionnaire is attacimefippendix D
Regardless of the exempt status, the instrument and communicatigm chesntained the

requrements as if the instrument hadn-exempt status.

AnalysisProcedure

0. The preliminary analysis step was an import of the raw data froQubk#ricssoftware
downloackdin order toprepae inputs tofacilitate propernalysisutilizing the SAS
software JMP 10pro.

1. Questionnaire Response Summaiyie first step was to summarize the demographic
dataand review the inputs from the survey. The goal was to eliminate any duplicate
survey responses or delete any cases that were obvilawstyl. Statistics were
generated for number of responses and valid cases.

2. Data PreparatianA second preliminary review step was undertaken to prepare, or

Acl eano the data t o c datawheretrequired»and torineeprneto n s e s
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inputerrors if possible Raw data columns were coded to the requisite type (numeric,
ordinal, nominal) for interpretation by the SAS JMP 10pro software, and multiple new
variables createdndre-codel to facilitate investigation of the research quesiiaull
hypotheses.

. Descriptive statisticsThese were developéar thequestionnaire responsasd

computed usingross tabulation tables, histograrasatterplotsandnormality plots

Box and whisker plots, along with scatterplot graphs with bestdiesssion lines and
95% confidence intervals, were generated for visual reviéases demonstrating
outliers were evaluated for possible exclusion from the datalbéet.step allowed fathe
proper application of statisticedchnique and selection athe predictor variable®r
analysis.

. Outcome (Dependent) Variable Analysi correlation analysis was conducted on all of
the outcome variables with the goal of determining if theasstrong correlation

between apvariablepairs. If a strong correlation existed, then the statistical techniques
performed on one variable would produce results that could be applied to the other
variable with a degree of confiden@gayden, 2008Norusis, 2012n

. Research Qand Q2 Analysis for Technology Predictor Variable Groupgshe

analytical techniques used to evaluate the first two research questions were identical
expect that Q1 investigatéd@T and Q2 investigated AIDCQ1 was defined with three
null hypotheses, bh-1, Hoi.2, Ho1.3, to represerd null hypothesis that there is no
difference for individuaKPI between branch operations that utilize particulard@id

those that do notThe seond research question, Q2, was evaluated similarly to Q1, with
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null hypotheses being defined ag.H, Ho22, Ho23, to independently assess the outcome
variables againsaIDC predictor variables.

Mutli-collinearity, or the high correlation of independeatiables is an undesirable
outcome of too many predictor variables. This concern can be mitiggtednoving
Aredundant or unnece8S8sasyonhyYyeperaeadehtavaed:!
variables is required for dependent variable predictitayden, 2008 Thus te first
step was a review of all predictor variables that were pahneafuestion to determiné i
any could be excluded from the data based on descriptive statistics.

An iterative application of multiple linear regression analysis was undertaken to
determine the contribution of predictor variables and ultimately decide which predictors
may have an impact on the outcome variabkeiter thereview eliminatedh subset of
predictors from consideration, multiple linear regression was run iteratively until the null
hypothesis could be addressed. Procedurally, the multipkr regression methodology
used the following stega SASJMP 10pro software:

1. Analyze > Fit Model
2. Establish predictors and outcome variables; select emphasis: effect screening
3. Run model
4. Interpret Full Model ANOVA for Prob > F statistic
a. If not significant, reducever fitting of predictors usig standard beta and
restart at &p2.
5. Interpret Paramet Estimates foProb>|t|statistic
a. If none significant, restart &ep4a.

6. Test assumptions fdlodel Validity: Normality of ResiduatsCollinearity.
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Each iteration required an evaluation of the standardized beta st&ispda of the
parameter estimate in order to establish relative importance of the individual independent
variables.The larger the absolute value, the more important the variable (Klimberg &
McCullough, 2013; Norusis, 2012alNote that when utilizing dichotonos variables with a
level of zero (0) and one (1), the parameter estimates may be utilized as they are all based on
the same sample scale.

Ultimately, the statistical technique would either reject or fail to reject a null hypothesis
that a distribution brach utilizing a subset of technologies had the same performance for an
individual outcome variable. This procedure was repdatdT and AIDC, separately,
andthree timeswithin each once for each predicteariable
. The third research question3Qnas to investigate if technology or business practices play a
larger role in the outcome (dependent) variablgsis methodology includedtwo-step
approach 1) an analysis similar tthe first two researcfuestiors in order to identify
statistically sgnificant best practices, 2) &NOVA evaluation of the significant technology
predictors compared to the statistically significant best practices. This testing would be
conducted for each outcome variable individually and independeriky procedure
outlined in Step5 was utilized for the first part of the approach, i.e. the determination of
statistically significant predictarariables
. The fourth research questiond Qvas a summary question createa prediction model for
the research, i.@otentialdevelopment ofhreemultiple linear regression moadbr each of
theoutcome (dependent) variablessed on the analysis of Q1, Q2, and Qe procedure
would be to take all of theelevant predictovariables an@nalyzethemwith multiple linear

regression utilizing a stepwise analysishis analysiswould be conducted for each outcome
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variable individually and independentlf. he st epwi se process i s the
by the algorithrmoutlined in Step5, and the paragter estimates would be inserted into the

regression formula based on a suitdldet at i stic at U = 0.05.

Test of AssumptiondVultiple Regressionalysis Utilization

The underlying assumptions of multiple linear regression are restated below and
discussd in detail(Hayden, 2008 Minium et al., 1999Norusis, 2012a The assumptions fall
into two distinct groups, assumptiotigtrequiredutilizing the multiple linear regression
techniqueand asecond set of assumptions required for linear regression model valitigy.

former assumptions are discussed next, the latter in the following subsection.

1. All of the observations must be independent, i.e. inclusion &relations may not influence
each other.The sample was not random given that questionnaires were distributed to self
selected distribution branch operations. However, given that the facilities are separate
entities, the data is considered independettsatisfied the assumption

2. For each value of the predictor variable, the distribution of the values of the outcome
variables must be normal. This was evaluated using histograms for each value of the
predictor, i.e. the two dichotomous levels selectethdihe analysisHomogeneity of
variance of the dependent variables is an underlying concept of ANOVA, and therefore must
be tested using tHe statistic during regression analygitayden, 2008 Additionally, if the
number of cases for each (predictor) group is sintiar equality of variance assumption is
Anot t oo (Norosp,2012ga nt O

3. The variance ofhe distribution of the dependent variable must be the same for all values of
the predictor.As this analysis is using nominal dichotomous variables, the regression mean

square and the residual mean square (the variance of the residuals) are corsticeatst e
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of the variance of the dependent variable for each combination of values of the
independent variable, and will be evaluated during the regression analysis (Norusis, 2012a)
. The relationship between the predictor (independent) and the outconsaeddap) variable

must be linear in the population. This is measured with the overall regréssisin

ANOVA, evaluating if the probability oF is significant which would reject the null

hypothesis that the population slope equals zero.

Test ofAssumptions: Multiple Regression Model Validity
Normality of Residuals
. From the output for Analyze > Fit Model, select red inverted triangle
. Select Row Diagnostics > Plot Residual by Predicted
a. Visually review, looking for homoscedacity, i.e. a uniforcatsering of the residuals
about the predicted line, which if evident implies a random set of normal residuals
. Analyze residuals by first saving the residual valtiesn utiliz Analyze > Distributions
a. From the output for Analyze > Fit Model, select nederted trianglethen save
columns > residuals
b. Select Analyze > Distributian
c. Selectthered inverted triangleehen Normal Quantile Plot (Q Plot)
i. OK if no significant departures between data points and fitted line
ii. Under fitted normal, sele@oodness of Fit for ShapHilk W test for
normality.
Collinearity

The objective of multiple linear regression is to have predictors that are correlated to

outcome variables, but it is not desirable to have high correlation between the predictors as this
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will cause trouble when drawing inferences about the contributieadf (correlated) predictor.

If any of the predictors are highly correlated with any or all of the other predictors, a condition of
collinearity (sometimes referred to as multicollinearity) exi€arver, 2010 Violation will

lead to erroneous parameter estimates and potentially incorrect interpretation of the data.

A collinearity asamption test is done to confirm that the predictor variables vary
independently with each other and do not have excessive corrélasiorer, 2010 If data is
continuous, which is not the case with this research, scatter plot matrix and correlation analysis is
useful. If there are no strong correlation coefficient r values, then thecedollinearity, which
is required.

However, given the use of dichotomous datahefaverall regression ANOVAr statistic
andthe parametegstimatet statisticare both smalli.e.significantat a s el teeabo U val u.
collinearity exist{Carver, 2019 When there is a smdf statistic with a largé statistic, the

collinearity assumption is violated.
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CHAPTER 4
DATA ANALYSIS AND FINDINGS
Research Questions and Hypotheses
The researchuestions areestatedelowandincludethar associatecdhull hypotheses.
Q1: Do branch operations that invest in information @edmunication technology (ICT) have
better performance than those that do not?
Hoi-1: Branch operations that invest in ICT have the same performance with respect to
fill rate as those that do not invest in ICT.
Hoi-2: Branch operations that investli@T have the same performance with respect to
inventory accuracy as those that do not invest in ICT.
Hoi-s: Branch operations that invest in ICT have the same performance with respect to
on-time shipping performance as those that do not invest in ICT.
Q2 Do branch operations that investantomatic identification and data capture (AlD@ye
better performance than those that do not?
Hoz1: Branch operations that invest in AIDC have the same performance with respect to
fill rate as those that do nwivest in AIDC.
Hoz2: Branch operations that investAtDC have the same performance with respect to
inventory accuracy as those that do not investiipC.
Hoz3: Branch operations that invest in AIDC have the same performance with respect to

orttime shipping performance as those that do not invest in AIDC.
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Q3: Do branchoperationsthat t i | i fwarehbusieyp t a c thave etseoperformance

than those that invest only in technology?
Hos.1: Branch operationthate mp | oy fAbest hepsamdiitattc e s 0 have t
performance as those that rely solely on technology.
Hos-2: Branch operationthate mp | oy fAbest psangdinventaryeascarach av e t
as those that rely solely on technology.
Hos.3: Branch operationthate mp | oy @ b e sate thp sameainmeshapping h
performance as those that rely solely on technology.

Q4: What are the contributions different technologieand best practicds inventory and

customer service metrics in a distribution branch operation?
A model is builtfor each outcome variable based upon the contributing predictor

(independent) variables from each of the three grols; AIDC, andbest practices.

Questionnaire Response Summary

Thequestionnaireollected data through Qualtrics, packaged the data into the Statistical
Package for the Social Sciences (SPSS) fqoramat downloadedhto a SPSS.sav fijéhe
SPSS.sav file wahen inportedinto SAS Jump 10pro software for analysis.

A total of one hundedandeighty surveys were distributed and ninegven or 54%,
were opened by the recipients. Of the nirstyen opened surveys, thirine were eliminated
due to lack of responses to any questions, which was interpreted as an opened survey that was
immediately closed and never answermdpossibly a survey open in a cell phone environment
that could not be executed by the user

Of the fifty-eight remaining responses with data, a secen@wof respondent IP

addressvas conducted to validate thehiplicate surveys were nstibmitted. Since surveys were
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sent to both individuabranch operations as well district offices,it was plausible thaiome
respondents may have had responsibility for a facility other than where/éneyocated and
thusduplicate IP addresses were possiblae dlata showetivo instances whersurveys came
from a commonP addresswhich necessitated a further review of the raw data to determine if
information was entered for different facilities duplicate surveys take The result was that
one survey was opened but only demographic information entered, and a second response with
complete information, thus one of the duplicates was deleted from the response pool. The
second instance was revieweadd it was determinetthat data definitely represented two
separate facilities entered using a common IP address. Therefore, the net yield \gasgdiity
valid survey responses of tbae hundre@dndeighty distributedapproximatelya 32% response
rate.

A review of the responses determined that 64% of the survey data is based on the general
industrial product wholesale distribution sector, but all industries surveyed had some level of

representation in the data.

Plumbing / Water Worl
HVAC

General Industrial Produt 64%

Electrical Components / Equipm 5%

Building / Housing Materia i 3%

! I I I I
0% 20% 40% 60% 80%
% of Total (Industry
Figure9. Responses by Industf$b of total cases before analysis)



74

A Pareto analysis of the survey response duration monitored by Qualtrics determined that
82%of survey responses were complete at a weighted average of 8.2 minutes, which fairly
represented the estimatish minuteime commitment in the survey intradtion sent to the

participants and supported one of the design validity parameters.

Data Preparation

Data was initially reviewed to clean up responses where text was entered for numerical
values e.g.data entry fields forumber of SKUsnumber of stock locations, and responses
included entries with ranges, such as-300, 1k, or 7,000 Thesawvere changed to insert proper
data format where ranges were entered, data entries were modified to the midpoint, where
abbreviatios were used, the numerical value as substituted, and where text data, i.e. commas
used, the numbers wereeatered without the modifier.

The predictor variables were recoded to ordinal from text to show a progression from
Anot wutilizedo t o A Muosralowed fughar creatiom ofyeeodeds 6 of u's
variables to represent multipleterpretation®f the results. The primary infgetation of the
survey data was @chotomous variable to show if the technology and/or best practiseither
Autilizedod or Anot wutilizedod, whiThdseracbdedyned i
column variables were renamed withfaY Nsou f f i x t o denote AYO for uf
period, or A NTwo étreergrompimds ofihe iaw data wete. established to pool the
responses looking for learning curaed/ormaturity of utilization effects.These groups were
named wioupeid@G andasdBoussedinsha Mdthodolegy section of this paper
Additionally, the warehouse square footage column was recoded from nominal to ordinal data
accounting for the input options within the survey allowed for estimates of weekze in

5,000 foot increments of increasing size.
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Descriptive Statistics

Descriptive statistics were generated on the demographic data and response variables
(outcomes) for all fifty seven data point&n initial review of the data using the Shapidlk
W test rejected the null hypothesis that the distributions were from normal popylatidrieg
and square root transformation did not provide any suc¢¢®sever.the intended multiple
regression and/or ANOVA analysis is generally robust to tmality assumptiomwith the
caveat thatlata and interpretations may be significantly impacted bymoomal points, so
additionalreview of the data was warrant@diorusis, 2012a

Thereview of the raw data started with cases exhibitingmamal data and showed
several outliers for possible exclusitvam the analysis data sethe firstconsideratiorwasthe
size of the facility in the questionnaire responds.thetargetpopulation of the research was the
distribution branch operatiorigigure J within the wholesale distribution channel, it was
important to insure that questionnaimesre not completed for facilities that would be considered
as fAregional 0 orrceniesln particutadfasilities that warei 36,000 For
greater anghowing outliers fodemographics includin§KUs stocked, inventory locations,
inbourd trucks, and labor were key consideratiohdatathattruly described central distribution
rather than distribution branch operatioms.all, four cases with square footage over the 30,000
ft* threshold were considered; resulting in two cases beicigaed from the data consideration
as shown imable 6.

Additionally, key performance indicators were examined for outliers to determine if
potential data entry or other similar problems may be evident. Of particular note were cases
involving data for exessively low ortime shipments with outliers in the otheey Performance
Indicators KPI) or instances witlothermissing data. Table 6 shows three cases that were

excludedbased on the evaluation that the repodietime shipmenentries invalidated the case
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since operations that truly had zemetime shipmerg combined with other outliers considered
would not be a viable business

In all, this analysis resulted in five data points being excluded theanalysisdata set
Thenet result of the preliminary data review and analysis wasiftyatwo total cases would be
used for evaluating the research questiddsscriptive statistics were rertm reconsider

population distributions

Table6. Raw Data OutlierConsideration Results

SKU Fill Rate Inventory
Accuracy
=d Daily . Daily . .
Case (000) Stocked Ship Location | Labor Trucks Lines | Qty | Dollars Units OTS
53 257 30
54* > 30 Outlier Outlier
55 > 30 Outlier
56* > 30 Outlier | Outlier | Outlier
57 > 30 Outlier
* No . .
4 <5 No data No data| Outlier | Outlier
data
25* 57 10 No data No No data| No data| Outlier
data
. . No . . .
43¢ 107 15 Outlier Outlier | Outlier | Outlier
data

* excluded from data table for analysis purposes

Outcome (Dependent) Variable Analysis
A preliminarycorrelation analysisf the outcome variables was completed using a
scatterplot as shown in Figut@. The objective of the analysmasto assess the measurement
met hods fofither &Péooaandd Aiivrend odiyf faecrcaurrta coyo n

distribution branches may utilize different methods to monitor performance, the questionnaire
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provided two alternatives to each KPI: fillrate had two treatments, eitheyb Al i nes o or b
Agua,aand2finventory@ cur acy had two treatmenb3he eit he
scatter plomatrix showedthat fill rateby lines ha a 0.87 correlatior value)with fill rate by
guantity, andnventory accuracly dollarshad a 0.94 correlatiomvith inventory accuracipy
units. Theecorrelation coefficiers weredeemed strong enough to continue with a selection
procesdor final analysis to includenly fill rate by lines or fillrate by quantityand either
inventory accuracy by dollars or inventory accuracy by ufitge strength of the correlation
meant that a conclusion on one member of the pair would be suitable foltsitbuld be noted
that ontime shipments had a maxim correlation with fill rate of 0.53 and a maximum
correlation with inventory accuracy of 0.5Theselow correlatiors meantthe ontime shipment
metric wasrequiredto be included as an outcome variable.
A second correlation analysis determined whiidhrate KPI would be included. This
required a comparison of correlation coefficiemtgglues) withthe inventory accuragyairs to
select the one with the lower correlation since less correlation with other outcomes was desirable
to reduce collinearitgffects. The solid doubled headed arrow positioned inside Figure 18 show
that inventory accuracy by units had lower correlation coefficients to éithate, thus
promoting it for inclusion in the modeling analysis. As a secondary comparisorptiescri
statistics were analezl forboth fill rate variablesneither population was normal but both had
approximately the same sample size. Supporting the selectibih faie by quantity was a
median value closer to the population mean and lessajf@earance of a4mnodal distribution.
This selection came with some trepidation in that, by definifibmate should be based upon
the number of lines shipped compared to the number of lines ordered. However, the

misunderstanding of technical defions in the supply chain industry was the original reason
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this questionnaire option was offered, and the response rate indicated it is extensively used and
correlates tdill rate by lines.

A third correlation analysis determined whialrentory accuracyeither by dollars or
units, to include. The dotted double headed arrow in Figure 10sshewvaluation for
inventory accuracyAccuracy by units had approximately equal correlation coefficientlfor
rate by lines and fill ratby quantity. Howewe the dashed double headed arrow in Figure 10
pointed tdfill rate by quantity having a much lower correlation coefficient witkiore
shipmerts. Thereforeinventory accuracy by unitgas selected for inclusion in the model. As a
secondary comparisodescriptive statistics were analyzed lhothinventory accuracy
variables; neither population was normal, both had approximately the same sample size.
Supporting the selectidor inventory accurachy units was a median value closer to the
population nean, fewer outliers, and less of an appearance efretal distribution. Another
supporting factor for selectingventory accurachy units was that dollar impacts distort the true
purpose of monitoring inventory, in that the units are shipped to suipgib fill rate and on
time shipments, whereas inventory accuracy by ooliamore of a financial concern rather than
operational.

The net result was selectiontbfee outcome (dependent) variables to be evaluated for
the research questiarg fill r ate by quantity?) inventory accuracy by units, ajlorn-time
shipments. Thecorrelation matrixn Table 7 summarizes the scatterplot matrix in Figureafd,
only consideredhe cases that included data points for the three included outcome variables,

fill rate by lines and inventory accuracy by daflavere removed from the data
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Figure10. Outcome Variable Correlation

A review of Table 7 shows an acceptable degree of separation for the correlation
coefficients, i.e. lack of correlation, between the outcome variables. This indicated that they
were proper selections for analysis as they are relatively independent otlearchnd satisfy
one of the assumptions for using multiple linear regression. Of note is that the scatter plot matrix

and histograms in Figure 11 show possibtenbdal distribution and do not meet the Shapiro
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Wilk W test for a normal distribution. Haver, to restate from the review of literature,
ANOVA and multiple regression are relatively robust to the assumption of a normal distribution
as long as the researcher qualifies or limits generalization of the conclisiapden,2008

Norusis, 2012a
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Figurell Selected Outcome (Dependent) Variable

Table7. Correlation Coei€ients for Outcom&/ariables

Fill RateQuantity Inv AccuracyUnits| On-Time-Shipment
Fill Ratei Quantity 1.000
Inv Accuracyi Units 0.778 1.000
Oni Timei Shipments 0.370 0.487 1.000
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Research Q1: Analysis for ICT Predictor Variables

The objective of the first research question teedetermine if lbanch operations that
invest in information and communication technology have better performance than those that do
not To research this, the three outcome variables were considerednideethe and
individually against the full set of predictor variables

An initial review of the data for the predictor \ables included in th&CT group is
showngraphically in Figure 12 witl share chartandin Table 8with across tabulation. The
sharec hart represent s inhorizpntakbdrichagtackedfa eaahttimd i z at i o
periodfrom the ordinal raw data. This chart is followed byra@ss tabulation shang the actual
percentages for eatteatment The datsshowedthat tablé computer technology and hands free
order pickingtechnologywere not utilized in over 95% of the wholesale distribution branches in
the population Therefore, it was decided to exclude these two technologies from the list of

predictor variableprior to conducting statistical analysis

|Response | ICT | Responses [Sample |
ICT-ASNinbound I 47 | —
ICT-ASNoutbound I 46 | —
ICT-ERP [TIES. 46 —
ICT-TMS —— 45 S
ICT-WMS s 49 —
ICT-ecommerce [ — 47 —
ICT-Mobile I 45 | —|
ICT-Tablets I | 44 |
ICT-HandsFree s 44 [S—

Not Utilized [ |

Less Than 1 Year

1-2Years

More Than 2 Year .

Figurel2. ICT Share Chart All Predictor Variables
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grﬁe Not Utilized Less T$22r 1-2 Years Mo;eJehaarE N

ICT-ASNinbound 29 5 3 10 47
0.617 0.106 0.064 0.213

ICT-ASNoutbound 31 5 3 7 46
0.674 0.109 0.065 0.152

ICT-ERP 36 4 2 4 46
0.783 0.087 0.043 0.087

ICT-TMS 30 5 1 9 45
0.667 0.111 0.022 0.200

ICT-WMS 21 7 2 19 49
0.429 0.143 0.041 0.388

ICT-ecommerce 12 6 7 22 47
0.255 0.128 0.149 0.468

ICT-Mobile 31 4 2 8 45
0.689 0.089 0.044 0.178

ICT-Tablets 42 1 0 1 44
0.955 0.023 0.00d 0.023

ICT-HandsFree 42 1 1 0 44
0.955 0.023 0.023 0.000

* excludedbased on high percent noitilized

Additional consolidation of the raw data was required to address the research question

ooking f

or

di fferences

khe indivel@altechficlogey Sirsceé 0

the predictor variable raw data was obtained in one of four categ@nesutilized, futilized

less than 1 yeayfutilized between 1 2 year®, andfutilized more than 2 yeasstwo

approaches were undertaken to create the required dichotomous variables needed

invesp a

First, © address thkteral interpretation of theesearclg u e st iinvesd f oer $ius

d i c h o twasomatesto sepmmte thebchsas eitherfi a t

utorl

A ut i ]regardiedsoof the time period offered in the questionnéélizedo included any

casethatresponded other thann o t

u t iifla cageehddd responseswigéichnology

zedo

utilized forless than one year, one to two years, or more than two, yeamild be considered

f

or t he

Ai nvest 0. Thepradietar hariablés overercodiedaseaaneéwncelumt

fi

and

no
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in the data tablavithanfi Y N0  douthid purpose Cases with aresponsefolat ut i | i zed o
werecoded as zero (0) arthy case with & u t i Irespprsayedecoded as one (1)

Secondthe raw datavas reviewedo determine ithere was an appardearning curve
or technology adoption maturity impaah each of theutcomevariables. A cross tabulation
comparing the raw datasponseategories foeach time period againste outcome variabke
independentlyf each others shown in Table 9 The goal of this analysis wasdetermine if
blocking (groupng) data forsubsets of theme frames of technology utilizatiorwere feasible in
orderto create dichotomous variableepresenting utilization time frames

Thefirst inference drawn from the Table 9 was that a break point of means was evident
for all predictor variables in the column flilf rateat A mor e t.hrhisis sappatedy e ar 0
by a comparison of means betwébafi ut i | i z e d | cellsand thelg@upf célisfgre ar o
bothione t os0t wody @aor e Ihverdonyacturaey demenstrated the same
time separation point fall seven predictors, arah-time shipmentor six of the seven
predictors.However,for completeness of analysis and given that tikemeonly two possible
time utilizationconsiderations, a third subset of predictors vestablished using the two year
implementation points as a break point.

The resulwas two additional subsets afeglictor variables thatnderwentan initial
comparison to determine which would be used for investigating the research question. The first
new subset ofvariables were created andaeded as zero ( Ofgr cases indicatn g not uti | i ze
and n udsdthan Zzyeagilcases indicating ut i lii2yearsb Jand Autili zed mo
y e awesedecoded as one (1)Thenewrecoded variables were renamed with a suffix
AGroupedo t o .dhesecond mpw subskt oftvdrigbles were createcearutied

aszero(0O) or cases indiocdtuitngdg ifereadp | esd] A@mal 1lzge a
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yearsO cases scored as fAut i-toded asdnefih Mee ndawheraded2 vy e a
variabl es were r enammmglishhetm.h a suffix A2yro to

To summarize, the data tateJMP 10prdhad been restructured to show multiple
recodedCT predicator variables including: 1) seven new predictorswifi ¥ N0 v ar i abl e
suffix name, each having two levels (not utilized versus utilizgghndless of time period), and
2) seven new predictors with a AGroupedo var.i
than one year or wutilized one year or not wuti
variable suffix name with tavlevels (utilized greater than two years or not utiliaedutilized
less than 2 years.)

Due to the number of potential predictor variables, the selected analysis technique was
multiple linear regression. ANOVA was considered, but there would beywanstinteractions
along with the seven predictors which would over fit the modiakerefore, multiple regression
analysistechniques werased taassess thpredictor variableontributionsand their
interactions.

Multiple regression analyses were ruridMP 10pro using standard least square
regression. An initial evaluation of the AYN
Table 10 and established that the AGroupedo d
largest adjusted R

In Table 10R? is the correlation coefficient representing the amount of varianiié of
rateexplained by the combination of all the predictor variables used. In this preliminary
analysis, only 31.3% of the predictors explain the varian@# mate, but it had the largest value
of the three test groups. The adjustéddpresents how well the model will fit another group of

sample data and provides a measure ofj#meralizatiorof the results. The Grouped data set
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showed the only positive valuehile the negative value of the YN group indicates it is not

useful for further consideration. Thus fiiepupe ddata setvas selectedor analysis.

Table9. ICT Cross Tabulation of Predictor to Outcowariables

FillRate-Quantity | InvAccuracyunits | On-Time-Shipments
ICT-ERP Mean Std Dey Mean  Std Dey Mean  Std De\ N
Not Utilized 83.3 24.9 85.7 23.7 90.2 12.5 36
Less Than 1 Yes 53.0 55.2 50.0 63.6 85.5 7.8 4
1-2 Years 87.0 12.7 65.5 46.0 84.0 17.0 2
More Than 2 Yeat 90.5 0.7 98.0 96.0 1.4 4
ICT-TMS
Not Utilized 79.7 27.5 84.0 27.8 89.0 1422 30
Less Than 1 Yes 70.8 38.8 58.0 46.5 85.5 11.9 5
1-2 Years . . . . . . 1
More Than 2 Yeat 93.9 53 91.4 6.8 93.8 4.4 9
ICT-WMS
Not Utilized 70.9 33.6 79.3 33.3 89.2 14.1 21
Less Than 1 Yes 71.3 39.0 62.8 44.0 80.8 20.1 7
1-2 Years 87.0 . 97.0 . 90.0 . 2
More Than 2 Yeat 92.9 5.8 89.6 15.7 92.8 6.7 19
ICT-ecommerce
Not Utilized 69.7 39.5 74.9 41.1 89.1 18.1 12
Less Than 1 Yeq 62.0 42.0 50.7 45.0 74.7 19.6 6
1-2 Years 90.7 11.2 77.8 30.0 90.5 12.4 7
More Than 2 Yeat 88.5 14.7 92.5 5.9 92.6 59 22
ICT-Mobile
Not Utilized 80.6 26.9 81.2 27.8 88.6 1422 31
Less Than 1 Yes 66.7 46.0 67.0 53.7 93.3 4.9 4
1-2 Years . . . . . . 2
More Than 2 Yeat 90.7 10.1 94.2 3.7 92.0 6.4 8
ICT-ASNinbound
Not Utilized 78.3 27.0 81.0 29.1 88.2 14.0 29
Less Than 1 Yes 53.0 55.2 50.0 63.6 85.5 7.8 5
1-2 Years 91.0 1.4 90.0 7.1 95.5 2.1 3
More Than 2 Yeat 96.0 35 93.5 5.9 94.0 6.4 10
ICT-ASNoutbound
Not Utilized 78.7 26.3 82.2 28.1 88.0 13.8 31
Less Than 1 Yeqd 68.3 47.2 63.3 50.6 89.7 9.1 5
1-2 Years 93.0 4.2 91.5 9.2 95.0 1.4 3
More Than 2 Yeat 96.7 3.9 93.0 7.2 95.3 5.3 7
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A first consideration for variable screening (selection) using all seven of the grouped
predictor variables noted that the overall regression nfotedt did not show statistical
significance, per Table 10. Therefore, the individual predict@re subjeetdto a screening
and evaluation process to ascertain which would be removed from the predictor pool in order to
find a set of statistically significant variables. This was accomplished by a review of the

standardizedeta values shown in Bk 11.

Table10. ICT Predictor VariabléJtilization Time Impact

Predictors R”| Adjusted B | ANOVA: F ratio | Significance: Prob ¥
Grouped | 0.313 0.073 1.302 0.299
2 year 0.257 -0.002 0.991 0.465
YN 0.221 -0.051 0.643 0.764
*significant at U = 0.05
I n Table 11, the Aestimated column represe

determined by the least squares method; the intercept is represented by the constant and the
predictor esti mates ar eatidnhThe shandard érroresshe stamdatdh e r
deviation of the residuals, i.e. the distance from the regression line to the actual data points. The
t-ratio is the estimate divided by the standard error, representing the number of standard
deviations of sepation for the residual. The probability colunffrpb>|t] represents the null
hypothesis that the sample and population means are the same. Givolkitiare all greater
than an alpha (U) level of 0. 05jnclud@imeemodef t he
if the ANOVA F statistic were significant.

A review of the parameter estimates showed
fittedd in that too many predictors were cont
become sigtiicant. Therefore, the standardized beta column was evaluated to proceed with a

reduction in predictor variables.
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The standardized beta represents the mean value of the partial regression coefficient

adjusted to a standard mean of zero with a stands#idtebn of one, i.e. an approximation of the

standard normalistribution Variables with the largest absolstandard betaalues represent

thosewith thelargest variationand thus the most influence on rejecting the null hypothesis that

there is ndaifference in utilizing or not utilizing the technologyariable screening with
standard beta is required with continuous variabfason-uniform scale the variables are often

not equal and thus a comparison of the parameter estimates would notlj€aaler, 201D

With dichotomous variableg]l the magnitudes are the sgmdich would allow acomparison

of the parameter estimatesthout consideration of the standard betlowever, for discussion

purposesnd general utilization of the regression technjgiuestandard betaalues are used

within this dissertation

Assbown by t he

ASNoutboundERP, TMS and mbile technology had the lowest absolute valuesthee.

atdBe @ mios lkc oil mmnhe ni Fabl e

11,

weakest estimates. These predictors were eliminated from the predictor pool and a second

regression analysisasconducted on thgrouped variable sefThe result@areshown in

Table 12.

Tablell. ICT Fill Rate: Whole Model Parameter Estimates

Term Estimatd Std Errol t Ratig Prob>|tf Std Beta
Intercept 82.969 10.804 7.68 *<.0001 0
ICT-ASNinbound Grouped[0] -6.013 6.446 -0.93 0.362( -0.205
ICT-ASNoutbound Grouped[( -0.976 7.855 -0.12 0.9024 ** -0.030
ICT-ERP Grouped|[0] 1.225 8.490 0.14 0.8867 ** 0.032
ICT-TMS Grouped[0] 0.406 7540 0.05 0.9575 ** 0.012
ICT-WMS Grouped[0] -8.376 6.916 -1.21 0.240( -0.316
ICT-e-Commerce Grouped[0] -5.903 6.185 -0.95 0.3519 -0.214
ICT-Mobile Grouped[0] -3.036 6.592 -0.46 0.650C¢ ** -0.094
* significant at U = 0.05

** |owest absolute value std beta, fpstdictors to be removed

t
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Tablel2. ICT Fill RateSecond Iteration dPredictors ANOVA

Source DF|Sum of Square¢ Mean Squar, F Ratig
Model 3 6035.023 2011.67 3.7957
Error 26 13779.644 529.9¢  Prob >H
C. Total 29 19814.66 *0.0221
*signi ficant at U = 0.05

After removing these variables review of the overall regression model ANOYA
statistic showed Rrob > Fvalue of 0.022indicating that the predictor elimination had produced
statistically significant resultsin multiple linear regression, the null hypothesis is that there is
no association between the outcome (dependent) variable and any of the predictor (independent)
variablegCarver, 201D Thereforea preliminary conclusion was thejecton of the null
hypothesis that there is no difference infiigate for branch operations that use the specific
ICT technologies of ASNs for inbound shipments (ASNinbound), warehouse management
systems (WMS),and€o mmer ce t han NoWiha &sighifltanttsubdebaf factors
was established, a preliminaryenpretation of the factors within the model was undertaken to
assess the significance of the individual predictors.

A review of the variable name means that the absence of the technology predictor is
indicated by the coded [0] variable, which was crefded technology that was utilized for less
than one year or not utilized at all. With multiple regression and dichotomous variables, the
interpretation ighat fill rate wouldincrease by the absolute value of the parameter estimate if a
technology wer@resent and nothing changed, i.e. the other two predictors were not utilized. A
key to the interpretation is that the predictor variables are defined as [0], indicating the absence
of the technology. Thus, if the technology was present, the impact Wweudle opposite and

show an increase of fill rate performance, which is the desired impact for adding a technology.
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However, even though the model shows statistical significance in Table 12, the three
predictors, ASNinbound, WMS, ane@mmerce do not®w as significant when combined in
the model, as showbry theProb>|tstatistic column in Table 13. In addition, when evaluating
the model validity assumptions for normal residuiglsheabsence of collinearity, the data
showed normal residuals butllowear results Therefore, more analysis is required as the model
assumptions failed. The conclusion drawn here was that two of the effects were too

Afintertwinedo in the overall mo d e | and at

Tablel13. ICT Fill Rate SecondRegression Resulfer Predictors

Term Estimat¢ Std Errol tRatig Prob>|t Std Betd
Intercept 80.733 4.833 16.70 *<.0001 0
ICT-ASNinbound Grouped|[0] -5.668 4.833 -1.17 0.2515 -0.207
ICT-WMS Grouped[0] -7.327 4.741 -1.55 0.1343 -0.284
ICT-e-Commerce Grouped|[0] -7.001 4.741 -1.48 0.151§ -0.256
* significant at U = 0.05

Given that only three predictors remained, the usgaofdard beta valugas ignored in
favor of testing each combination of two variables. This was accomplished by running the
regression analysis with ASNinbound separately with WMS arwh@merce, and testingMS
and ecommerce together. These subsequent regression ndepd the resulshown in
Tablel14from the overall regression ANOVRA test. The only pairing of predictor variables to
produce a significant model, as shown in Table 14, was-tioenenerce and WMS paiThe
conclusion drawn was that ASNinbound vediminated as a contributing predictor variable.

Based on overall regression ANOVA in Table 14, another regression analysis was run
using ecommerce and WMSThe ANOVA results are found in Table 15. Given the variables

produced a mo d dhe pavameten estinates weiedptabledo, bevaluatecand
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are shown in Table 16. The WMS grouped [0] variable was considered close enough to 0.05

significance level to establish it as the primary contributing factor.

Table14. ICT Fill Rate Predictor ANOVA Analysis

Predictor Pair Prob > F
ASNinbound and-€ommerce 0.2615
ASNinbound and WMS 0.0562
e-commerce and WMS *0.0149
*signi ficant at U = 0.05

Tablel5b. ICT Fill Rate ANOVA with Final Predictors

Source DF|Sum of Square€ Mean Squar, F Ratig
Model 2 5305.963 2652.9§ 4.9371
Error 27 14508.704 537.3¢ Prob >H
C. Total 29 19814.66] *0.0149
*signi ficant at U = 0.05

Tablel6. ICT Fill Rate - Parameter Estimategth Final Predictors

Term Estimatd Std Errol t Ratig Prob>|t
Intercept 78.56( 4.494 17.48 *<.0001
ICT-WMS Grouped[0] -9.203 4.494 -2.05 *0.0504
ICT-eCommerce -7.478 4,756 -1.57 0.1275
Grouped[0]

*signi ficant at U = 0.05

The next step required was a test of the assumptions to see if the developed linear
regressionmodelcould be considered valid. Assumptiamsrechecked using the residual
valuesas shown in thecatter plotlepicted in Figure 13vhich wasevaluated by @nsidering the
distribution of points within each group, i.e. vertical column of pdi@erver, 2019 In this
case, the spread of points of the predicted value within each geyepelatively equal about
the dotted line representing the zero value for the resicalel®ing an assumption of normality.
Additionally, the QQ plot inFigure 14 showed the residuals plotted fairly equally to the
prediction line, given that the three outliers were still within the confidence bandsmafrthel

distribution histogram.To confirm the inference that the data could be considered normal, a
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Shairo-Wilk test was run, which yieldedRrob<W= 0.108 statistic, failing to reject the null
hypothesis that the residuals were from a normal distribution.

Given that only a single variable was selected, the collinearity assumption is not required.
Howeer, a one wayANOVA was conducted using WMS to validate the results that WMS had a
statistically significant impact on fill rate. Per the ANOVA in Table 17, WMS is significant
based on thd’rob >F value of 0.014 and the depiction of the 95% confidentvals shown
in Figure 14 where zero (0) is WMS not utilized or utilized less than one year, and one (1) is

WMS utilized for at least one year.
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Tablel7. ICT One Way ANOVA: WMS v. Fill Rate
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Source DF| Sum of Squarg Mean Squar| F Ratig Prob > F
ICT-WMS Grouped 1 3713.85] 3713.85 6.7894 *0.0141
Error 30 16410.11¢ 547.0(

C. Total 31 20123.96¢

*signi ficant at U = 0.05

Thus, the conclusiodrawn is that the null hypotheskso;.1, branch operations that

invest in ICT have the same performance with respect to fill rate as those that do not invest in

ICT, may be rejected when WMS is present as an ICT. Ofaretéhe results shown in Table 18

thatshow alow value of B = 0.267, which demonstrasa relativéy poor fit of the data to the

model Along with the adjustedR= 0.213 the resultsdo not lend themselves tneralization

purposes

Tablel8. ICT Fill Rate WMS Statistics

RSquare 0.267
RSquareAd; 0.213
Root Mean Square Error 23.181
Mean of Response 81.666€
Observations (or Sum Wgts) 30
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The procedural analysis was repeated for outcome variables InvAcéuthuts andon
time shipmerg. The two predictor variabl@seviously excluded per Table t&bletcomputers
and hands free technolpgvere not considered as they were eliminated from the entire
technology group. The @®upead variablesuffix wasagainused as per the earlier conclusion
regarding the validity fothe mean separation at the one year of implementation point.

The first iteration for the regression analysisinventory acuracydid not yield a
satisfactory overall regression ANOMAstatistic The parameter estimates were evaluated to

screen outhe predictors with low contribution to the modedshown in Tablel9.

Table19. ICT Inventory Accuracy: Whole Model Parameter Estimates

Term Estimate Std Errof t Ratig Prob>|tf Std Betd
Intercept 77.604 13.927 5.57 *<.0001 0
ICT-ASNinbound Grouped|[0] -5.460 7.654 -0.71 0.4831 -0.169
ICT-ASNoutbound Grouped[0 1.064 9.776 0.11] 0.9143 ** 0.027
ICT-ERP Grouped[0] 6.107 10.029 0.61 0.548§ 0.128
ICT-TMS Grouped|[0] 0.250 8.304 0.03 0.9762 ** 0.007
ICT-WMS Grouped[0] -5.232 7.51§ -0.70  0.4936 -0.184
ICT-e-Commerce Grouped|0] -8.047 6.723 -1.20  0.244(Q -0.272
ICT-Mobile Grouped|[0] -1.697 8.012 -0.21] 0.834Z2 **-0.044
* significant at U = 0.05

** removed for subsequent regression analysis

Consequently, TMS, Mobile, and ASNoutbound predictor variables were selected for
exclusion. Theresultant linear regressi@malysisdid not establish a significant overall
regression ANOVA Theparameter estimates Trable 20summarizd the resultandthe next
set of predictors selected for exclusion.

The standard beta was extremely simitarASNinbound and ERRhusboth were
removed and the regressionrtm. Of notdas that the removal of these mirrored the results of
the fill rate analysis inhat WMS and eommerce would be the two remaining predictor

variables.
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Table20. ICT Inventory Accuracysecond Iteration of Predictor®arameter Estimates

Term Estimat¢ Std Errol tRatig Prob>|tf  Std Beta
Intercept 76.243 9.078 8.40 *<.0001% 0
ICT-ASNinbound Grouped|[0] -4.153 5566 -0.75 0.462(¢ ** -0.139
ICT-ERP Grouped[0] 5.932 8.687 0.68 0.5005 ** 0.125
ICT-WMS Grouped[0] -4.728 5.76§ -0.82 0.4195 -0.170
ICT-e-Commerce Grouped|0] -8.032 5.467 -1.47  0.1533 -0.276
*sgnificant at U = 0.05

** removed for subsequent regression analysis

With only two predictor variablesmaining WMS and ecommercethe overall
regression ANOVA did not yield a significant modéit this point aninteractionvariable was
inserted into the analysiwith theresultsshown inTable 21 and Table 22Table 21 showthe
overall regression ANOVA with Eevel of Prob >F = 0.027, allowindor statistical significance.

When evaluating the factors individually, only the inte@cthetween WMS and e
commerce showed a statistical significancBrab>|t|= 0.045. When considered independently,
neither WMS nor ommerce was significant, as shown in Table 22. Thus, the preliminary
conclusion drawn is that the null hypothesis maydjected and that WMS ane&cemmerce
have a significant effect upanventory accuracif both are utilized together within a facility,
but not if used exclusive of each other.

Table21. ICT Inventory Accuracyl hird Iteration ofPredictors ANOVA

Source DF| Sum of Square Mean Squar F Ratio
Model 3 6709.767 2236.5¢ 3.5367
Error 28 17707.111 632.4( Prob > F
C. Total 31 24416.87" *0.0274
*signi ficant at U = 0.05

Table22. ICT Inventory Accuracyl hird Iteration of Predictors Parameter Estimates
Term | Estimatd Std Errol t Ratig Prob>|t|

Intercept 83.751 5.156 16.24 *<.0001
ICT-WMS Grouped]|0] -8.724 5156 -1.69 0.1017
ICT-e-Commerce Grouped|0] -6.605 5.15 -1.28 0.2107%
ICT-WMS Grouped[0]*ICT-e-Commerce Grouped[( -10.796¢ 5.15 -2.09 *0.0454

*signi ficant at U = 0.05
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To validate the conclusion,tast of assumptionsasrequiredto look for constant
variance for theesiduals.This was done by plotting the residuatsaQ-Q chart and analyzing
the histogramboth depicted in Figure 16'he residualsverenot as positive as tHél rate
residualsand therefore the results cannot be considered valid. This led to the conclusion that we
cannot reject bi.» that branch operations that invest in ICT have the same performance with

respect to inventory accuracy as those that do not invest in ICT.
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Figurel6. ICT Fill Ratelnventory Accuracy Residuals

The final outcome variable analyzed for the ICT predictorsomame shipmerd. The
initial regression analysis &able 23 and as with prior analysis, showed an over fit modéle
variables considered for dysion wee established by the smallest absolute value of the
standard betrom Table B. Given that the standard beta was relatively lower for
ASNoutbound, ERP, TMS, and Mobile technology, all were removed and the regression re
The results failed to devel@psignificant model as shown in Tabler24ulting in the removal of
WMS as a predictor.

A third regression analyswgas performed with the results shown in Table 25, which
failed todemonstrata significant regression model with the two remainingljgter variables,

as established by thi&rob >F value of 0.1479 in the overall model ANOVA table.
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Table23. ICT On-Time Shipments Whole Model Parameter Estimates

Term Estimat¢ Std Errof tRatig Prob>|tf Std Betd
Intercept 89.774 5.579 16.09 *<.0001 0
ICT-ASNinbound Grouped|[0] -1.798 3.307 -0.54 0.5921 -0.129
ICT-ASNoutbound Grouped[O] -1.355 3.999 -0.34 0.7378 ** 0.088
ICT-ERP Grouped|[0] 1.222 4.38(Q 0.28 0.782§ ** 0.067
ICT-TMS Grouped|0] -0.349 3.744 -0.09 0.9265 ** 0.023
ICT-WMS Grouped[0] -1.348 3.51 -0.38 0.705( -0.109
ICT-e-Commerce Grouped|0] -2.522 3.057 -0.83  0.4181 -0.193
ICT-Mobile Grouped|[0] -0.173 3.342 -0.05 0.9590 ** -0.011
*signi ficant at U = 0.05

** removed for subsequerdgression analysis

Table24. ICT On-Time Shipments Second Iteration of PredictdParameter Estimates

Term Estimat¢ Std Erroi tRatig Prob>|tf Std Beta
Intercept 89.556 2498 35.85 *<.0001 0
ICT-ASNinbound Grouped|[0] -2.263 2.447  -0.92 0.362¢ -0.175
ICT-WMS Grouped[0] -1.223 2.360 -0.52 0.6083 **-0.101
ICT-e-Commerce Grouped|0] -2.908 2.40(Q -1.21  0.2358 -0.224
* signi ficant at U = 0.05

** removed for subsequent regression analysis

Table 26 confirmed theonclusion from Table 2%s no predictor could achieae
threshold valued) = 0. 05. T h evasc¢hat mané af thel variables selacted were
predictors of OATime Shipping performance.

To validate this result, a 3x2 ANOVA was run on the thmeslictor variables from
Table 24. The results are shown below in Table 27 and Table 28, which confirmed the
regression analysis given tReob >F value of 0.4927 demonstrated a lack of statistical

significance.

Table25. ICT On-Time Shipments Third Iteration of PredicterANOVA

Source DF| Sum of Squar¢ Mean Squar| F Ratig
Model 2 567.73¢ 283.868 2.042¢
Error 29 4029.763 138.957% Prob > H
C. Total 31 4597.50( 0.147¢

* significant at U = 0.05
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Thus, the final conclusion was confirmed that the null hypothidsiss, branch
operations that invest in ICT have the same performance with respeetinee shipping
performance as those that do not invest in i@&y not be rejected. Hence, nonehf t
predictor variables present can be construed to produce a significant difference+tipos

shipmens as aperformance metric.

Table26. ICT On-Time Shipments Third Iteration of PredictelBarameter Estimates

Term Estimat¢ Std Errol tRatig  Prob>|t
Intercept 89.663 2.457 36.48§ *<.0001
ICT-ASNinbound Grouped|[0] -2.686 2.278 -1.18 0.248(
ICT-e-Commerce Grouped|0] -3.251 2.278 -1.43 0.1643
*signi ficant at U = 0.05

Table27. ICT Oni Time Shipments3 x 2 ANOVA Factor Results

Source DF|Sum of Square€ Mean Squar, F Ratig
Model 6 836.80¢ 139.46¢ 0.9271
Error 25 3760.69( 150.424§ Prob > H
C. Total 31 4597.50( 0.4927
* significant at U = 0.05

Table28. ICT Oni Time Shipments X 2 ANOVA Factor Results

Term Estimatq Std Errol t Ratig Prob>|t
Intercept 89.526 3.452 25.93 *<.0001]
ICT-ASNinbound Grouped[0] -1.125 4513 -0.25 0.8052
ICT-WMS Grouped]|0] -3.244 4124 -0.79 0.439(
ICT-e-Commerce Grouped[0] -2.619 3.029 -0.86 0.3955
ICT-ASNinbound Grouped[0]*ICTWMS 1.52(Q 3.003 0.51 0.616§
Grouped[0]

ICT-ASNinbound Grouped[0]*ICTe-Commerce -0.354 4.104 -0.09 0.9319
Grouped[0]

ICT-WMS Grouped[0]*ICFe-Commerce -2.848 3.672 -0.78 0.4453
Grouped][0]

*signi ficant at U = 0.05



Research Q2Analysis forAIDC Predictor Variables

Research question 2 investigatedridnch operations that investantomatic

identification and data capture (AIDGave better performance than those that do Mot
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researchhis, the three outcome variables were considered independently and individually

against the full set of predictor variahles

An initial review of the data for the predictor variables included inAlieC groupis

shown graphically in Figur&7 with a shae chart and in Tabl29 with a cross tabulation. The

share chart

period from the ordinal raw data. This chart is followed by a cross tabulation showing the actual

represents

t he

predictords

ut

perentages for eadneatment The data shoadthatRFID technologywas not reported by any

of the questionnaireespondentand thereforavasexcluded from the analysis.

Not Utilized
Less Than 1 Year
1-2Years
More Than 2 Year .

IResponse | AIDC | Responses [Sample |
AIDC-1Dbarcode I 44 | E—
AIDC-2Dbarcode I 42 | —
AIDC-QRbarcode I 41 | E—
AIDC-RFID — 41 S—
AIDC-IntegraLBCRFID I B 43 | —

Figurel7. AIDC Inventory Accuracy Share CharaAll Predictor Variables

Table29. AIDC Response Frequency Chart

Not Utilized| Less Than | 1-2 Yeary More Than N
Freq Year| Years
Share
AIDC-1Dbarcode 16 2 3 23 44
0.364 0.045 0.068 0.523
AIDC-2Dbarcode 33 1 1 7 42
0.786 0.024 0.024 0.167
AIDC-QRbarcode 36 1 0 4 41
0.878 0.024 0.000 0.098
AIDC-RFID 41 0 0 0 41
1.000 0.000 0.000 0.00d
AIDC-IntegratBCRFID 38 2 0 3 43
0.884 0.047 0.000 0.070@

z
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Theremaining predictorsgne dimensiongl1D), two dimensionaf2D), QR, and integral
RFID bar codes were feoded inasimilar fashion as the ICT variables in order to evaluate
implementation time effects. Thuy@ Y NO0 v a r esamllishedepresesting any case with
a response pahdcdneequentigcodedaszem@d A AGroupedo var.i
established dmd fMuwtoit!| iuz e drecidedsds Ot rhda na 1A Zyerad var
established to include only cases that had employed the technol@jydast two years,
recoded as (1)To complete the data tablkdl remaining cases were coded ag @1) or zero (0),
oppositeto the prior assiged code

Once all the new variables were created, each wasdtiesingmultiple linear regression
analysisto determinef a model could be determined for men set of predictor variables.h&
resultsareshown in Table&0. None of the predictor variables could combine to produce a
statistically significant overall regression ANOVWAtest and in general, shad poor
correlation and fit to the modes indicated by R

A preliminary conclusion is that all of the null hypeses regarding AIDC would fail to
be rejected, and that we could not conclude that branch operations that invested in AIDC had
different means fofill rate, inventory accuracy, and d4ime shipments compared branches

that did not use AIDC.

Table30. AIDC OutcomeVariableAdoption Time Review

Outcome Variable Predictors R”| Adjusted R | Significance: Prob ¥
YN 0.103 -0.076 0.683
Fill Rate (Quantity) Grouped | 0.123 -0.052 0.600
2 year 0.126 -0.049 0.590
Inventory Accuracy YN 0.119 -0.041 0.573
(Units) Grouped | 0.024 -0.153 0.966
2 year 0.040 -0.134 0.918
YN 0.047 -0.126 0.891
On-Time Shipments Grouped | 0.055 -0.116 0.858

2 year 0.094 -0.070 0.685
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To confirm this conclusiorg 4x2 ANOVAusing predictor variables aD, 2D, QRbar
codesand integral RFID bar code lab&ss used rather than linear regression modeling. The
limited number of predictors and treatments made this a viable possibilig/twotreatments
considered werthat thetechnologies wergutilizedo or finot utilizedoi.e.then YN0 s uf f i x
variable This approach was based ugolack of clear direction provided from Table 30 and the
literal interpretation of the research question

Results for the first outcome variabfdl, rate, are shown ifrable 3 whichindicatedno
significant value, per thBrob >F = 0.2253 From this, theonclusiorwas a failure toeject
null hypothesidHo,.1 that branch operations that invest in AIDC have the same performance with

respect to fill rate as those thdad not invest in AIDC.

Table31. AIDC Fill Rate4x2 ANOVA

Source DF|Sum of Square€ Mean Squar, F Ratig
Model 7 7361.943 1051.71 1.5233
Error 17 11737.09] 690.42 Prob >H
C. Total 24 19099.04( 0.2253
* significant at U = 0.05

The next predictor variable tested wasithentory accuracy Again, a4x2 ANOVA
was utilized andthe ANOVA resultsareshown in Table 3. Based on th@rob >F = 0.3 value,
the result of this ANOVA was a failure to reject null hypothékis, thatbranchoperations that
invest iNAIDC have the same performance with respect to inventory accuracy as those that do

not invest inAIDC.

Table32. AIDC Inventory Accuracy2x2 ANOVA

Source DF|Sum of Square Mean Squar F Ratig
Model 6 6676.17¢ 1112.7( 1.3044
Error 20 17061.00¢ 853.05 Prob > H
C. Total 26 23737.18} 0.3003

* significant at U = 0.05
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The final predictor variable tested wastime shipmerg Again, adx2 ANOVA was
utilized and the results shown in Tab® Based on thBrob >F = 09831 value, the result of
this ANOVA was failure to reject null hypothesils,.3, branch operations that invest in AIDC

have the same performance with respecdrttime shipping performance dlose that do not

Table33. AIDC On-Time Shipment#\ccuracy 2x2 ANOVA

Source DF|Sum of Square¢ Mean Squar F Ratio
Model 7 290.174 41.453 0.194(¢
Error 19 4060.78¢ 213.72¢ Prob > H
C. Total 26 4350.96 0.9831
* significant at U = 0.05

Figure 18graphically validated tte=conclusions.A review of the box plots shows
relatively equal medians and an overlap of the middle 50%ilguaox. Each of the three
outcome variablewas plottedwithr e sponses of zero (0) meé€lpresent
representing any time period of utilizatiomhe outcome KRlare, in order from left to right
ornttime shipments, inventory accuracy, and fill rate.

The 1D bar code box ploshown in theupper left chart showed an increase in variation
withoutany relative change in the mean. The increase of variance and presence of outliers for alll
plots ad@dsupport to the inference that use orfuse of 1D barcodes witiotchange the
performance outcomes measured. Of masthat variance increased fall KPIs, but the
largest increase was fill rate.

The 2D bar codbox plots shown in thepper right chart demonstrated a fsgnificant
difference in means for all three K&?but each showed a reduction in variation, evidenced by
the lack of outliers in the utilized group, and the tighter faofill rate.

The QR bar codbox plot shown in thdower left chart demonstratewn-significant

difference in meandut significant increase in variander inventory accuracy and fill rate.
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Seemingly the most significant observation came from the integral RFID bar code plots shown in
the lower right chart, showing a significant reduction of variance in all three performance
metrics, although nossignificant difference in means. The value of this chart is diminished by
the small sample size, but providesaaenudor future study into the impact of the combined
technologiesnaking a greater contribution than the 1D bar code.

In summary, considering the most prevalent AIDC, the 1D bar code may be construed to
add a reliance on technology leading to a lapse in performance. An interesting observation that
may provide an avenue of future research is that bar codes that provide monatian than

the common 1D format, i.e. the 2D and integral RFID bar code, add value to an operation.
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Figure18. AIDC Box Plots for Predictors
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Research Q3: Technology and Best (Business) Practice Effects

Research question 3 investigated if braopbrationsthat t i | i ze fAbest wareh
p r a c thave etseoperformance than thtsat invest only in technology. To research this,
the three outcome variables werece moreconsidered independently andlividually.

The questionnaire collestibusiness practice data utilizing sewamiables, with four
possible responsés consider utilization maturityAn initial review of the data for the predictor
variables included in the Best Practices group is shown graphically in E@wieh a share
chart,andin TableB~vi t h a cross tabul ati on. The share
utilization in a horzontal bar chart stacked for each time period from the ordinal raw data. This
chart is followed by a cross tabulation showing the actual percentages foresdictent

A review oftime utilizationshowed a biastowatdh e fimor e t harton2 year s
response, but to retain continuity of data analysis, a preliminary review of data utilized the same
time cut off points for learning curve and maturifphus, @mfi Y N0 v a r éstatlished wa s
representing any case ,widdded res poeairsee (0) . n oA
was established for Anot wutilizedo and Autili
variable established to include only cases that had employed the technology for at least two years
coded as (1).

To canplete the data table, all remaining cases were coded as one (1) or zero (0),
oppositeto the prior assigned codédditionally,h e pr acti ce of #AGol denZon
in approximately 93% of the branch operation responses and was thereforecekdode

consideration for the comparison analysis.
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|Response |Aligned Responses  Responses [Sample |
BP-ABC S 42 [
BP-GoldenZone w—— 42 (]
BP-PI . — 45 —
BP-CycleCount oo o1 —
BP-Addresses [N 45 S|
BP-Xdock I 40 | E——
5 rows excluded

Not Utilized [ |

Less Than 1 Year

1-2 Years

More Than 2 Year .

Figure19. BestPractices Aligned Responses

Table34. Best Practices Utilization Crosstab

Freq Not Utilized Less Than 1-2Yeary More Than i
Share Year Years
BP-ABC 29 1 0 12| 42
0.690Q 0.024 0.000Q 0.286
BP-GoldenZone 39 0 0 3| 42
0.929 0.00d 0.00Q 0.071
BP-PI 15 2 1 27| 45
0.333 0.044 0.022 0.600
BP-CycleCount 6 3 1 41 51
0.118 0.059 0.020Q 0.804
BP-Addresses 7 5 2 31 45
0.156 0.111 0.044 0.689
BP-PickPath 25 6 0 12| 43
0.581 0.140Q 0.000Q 0.279
BP-Xdock 28 2 0 10 40
0.70Q 0.05(0 0.000Q 0.250

* excluded from further analysis due to lack of utilization

Once all the new variables were created, each was tested using multiple linear regression
analysis to determine if a model could be determined for a given set of predictor vaaiatlles,

the resultareshown in Tabl&5.
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Table35. Best Practice®utcome Variable Adoption Time Review
Outcome

Var Predictors R?| Adjusted R | Significance: Prob ¥
ariable

Fill Rate YN 0.208 -0.041 0.557

(Quantity) Grouped 0.200 -0.052 0.585

2 year 0.162 -0.102 0.716

Inventory YN 0.194 -0.036 0.550

Accuracy(Units) Grouped *0.234 *0.016 *0.410

2 year 0.217 -0.007 0.469

on-Time YN 0.150 -0.093 0.962

Shipments Grouped 0.128 -0.128 0.808

2 year 0.176 -0.059 0.619

* largest R andtime adoption point with positive effect

The Grouped data set fmventory accuracdemonstrated the highest Ralue,
indicating it had the best representation of the predictors analyzed. In adtgioayiew of the
adjusted Rvalue indicated that the muped suffix predictors would have the best possibility
of producinggeneralizable resultnce it was the only time utilization break point to
demonstrate a positive adjusteti R her ef or e, sigrmd Upaed & op rQeld i o theer
were used for analysis purposes.
Aninitial multiple linearregression analysis was run investigatvigch predictors
impacted thdill rate performance measuremerithe overall regression ANOVA able36,
showeda 0.5855 value fathe Prob >, indicating the modedid not show significance,
prompting a review of the parameter estimates for screeniingng the standard beta vakie

found in Table 37

Table36. BPFill RateOverall Regression ANOVA AIl Predictors

Source DF| Sum of Squard Mean Squar F Ratio
Model 6 3167.99¢ 527.994 0.7948
Error 19 12622 .50! 664.347 Prob > F
C. Total 25 15790.50( 0.5855

* significant at U = 0.05

P
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Table 37 showthe parameter estimates and the standard beta values which determined
that warehouse addressing systems (Addresses) and cross docking (Xdock) predictors would be
removed; the analysis was rerun with the four remaining predictors. The results diddhat yiel
significant overall regression ANOVA statistic, and the parameter estimates, Table 38, showed
that PickPath and Pl were the next variables to be removed from the analysis.

A final regression analysis using only ABC and Cycle Counting producedistdlys
significant results fofill rate, by approximating the ProbPstatistic to be equivalent at the
Uu = 0.05 level, as per Table 39. Al t hough no
satisfactory enough to evaluate the partial regressiefficients shown in Table 40Given the
ABC variable is significant at U = 0.05, the
hypot hesis that branch oper at samefif rattatithose e mp| oy
that do not.

A test d assumptions for the model validity was then undertaken, evaluating the residuals

using a scatter plot for constant variance and a histogram-g@IQ for normality.

Table37. BPFill RateParameter EstimatesAll Predictors

Term Estimate Std Errof tRatig Prob>|tf Std Bete
Intercept 85.213 9.995 8.52 *<.0001 0
BP-ABC Grouped[0] -10.03% 7.83(Q -1.28 0.2154 -0.387,
BP-PI Grouped|[0] -3.900 6.829 -0.57 0.5746 -0.15(0
BP-CycleCount Grouped[0] 8.518 7.75(Q 1.10 0.2855 0.249
BP-Addresses Grouped[6} 0.821 6.477 0.13 0.9004 0.029
BP-PickPath Grouped[0] 3.353 7.506 0.45 0.6601 0.114
BP-Xdock Grouped[0]** 2.672 8.069 0.33 0.7441 0.085
* significant at U = 0.05

** removed for subsequent regression analysis
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Term Estimatq Std Errol t Ratio Prob>|t| Std Betz
Intercept 86.308 7.898 10.93 *<.0001 0
BP-ABC Grouped[0] -8.673 5.923 -1.46 0.1573  -0.344
BP-P1 Grouped[O}* -3.655 6.050 -0.60 0.5519 -0.141
BP-CycleCount Grouped[0] 8.200 6.959 1.18 0.2513 0.239
BP-PickPath Grouped[0{* 2.620 6.391 0.41 0.6857 0.089
* significant at U = 0.05

** removed for subsequent regression analysis

Table39. BPFinal Predictor Overall Regression ANOVA

Source DF|Sum of Square Mean Squar F Ratig

Model 2 4231.171 2115.5¢ 3.2987

Error 25 16033.68¢ 641.35 Prob >H

C. Total 27 20264.85] 0.0535

* significant at U = 0.05

Table40. BP Fill Rate Parameter Estimates

Term Estimate Std Errol  tRatig  Prob>|t

Intercept 88.49( 7.092 12.48 *<.0001

BP-ABC Grouped[0] -11.52¢ 5.015 -2.30 *0.0301
BP-CycleCount Grouped[0] 9.274 6.867 1.35 0.188¢

* Statistically significant at U < 0.05

The scatter plot in Figure 20 was evaluated by considering the distribution of points

within each group, i.e. vertical column of poif@arver, 201D The

review showed
appearance of the residuals, considering the vertical point plots about the dotted line representing

the zero value for the residuals. At approximately 70%eérpredictedill rate, the residuals

show heteroscedacity, but relative homoscedacity for higher filakaiee 70%, as evidenced by

the point plot at around the 90% markhiginfers that the predictive value of the model is much

better for branche$at havenigh fill rate performance, but there are other factors impacting fill

rate not associated with the study for branches with lower fill rate.
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Figure 21 showed a fairly stable@plot of the residuals. Although not a perfect
approximation of thetmight line, all points were within the 95% confidence interval and
considered sufficient enough to consider that the data is relatively normally distributed.

Given the results of Figures 20 and 21, and that multiple linear regression can be
considered geerally robust to the assumptions as long as the concimierproperly
interpreted for generalizatiqilayden, 2008Norusis, 2012pg the predictor variable was
considered seable to test the research question null hypothesis. Howevef, hki&of the
model was 0.209 and the adjustedns 0.145, neither of which showed a great deal of

confidence for generalization of the results.
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Figure20. BP Fill Rate Residuals Scatter Plot
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With a best practice predictor established,the.use of ABC analysia comparisoro
the technology @dictorof warehouse management syssane undertakem order to address
thenull hypothesidHpzithatbor anch oper ati ons that emdll oy fAbes
rateas those that rely solely on technolo@y test the hypothesig, 2x2 ANOVAusindfill rate
as the outcome (dependent) variable ABE€ and WMS agpredictor (independent) variables,
along withinteraction between the tweas done

The ANOVAF statistic in Table 41 checked for equality of group means for the two
predictors and the interactioetwveen them. Given thHerob >F value of both factors and their
interactions are |less than U = 0.05, the null
have the same fill rate than those that only use best practices was rejected. Howeserpthe
either of the predictors alone or using both in combination would not be sufficient to explain the
difference. Whatever difference is created by ABC analysis and WMS may be evident, but there
are more factors that are involved that were outsidedtbpe of this research. In summary,
Hoszibr anch operations that e mdilratgas thdsetisatrelypr act i C ¢

solely on tebnology was rejected.

Table41. Fill Rate: BP v. Technology ANOVA

Source DF|Sum ofSquare! Mean Squar F Ratig
Model 3 5245.327 1748.44 2.9338
Error 23 13707.34¢ 595.97 Prob > F
C. Total 26 18952.66 0.054¢
* significant at U = 0.05

Table42. Fill Rate: BP v. Technology ANOVA Effects

Source DF| Sum ofSquare| F Ratig Prob > F
BP-ABC Grouped 1 1044.357 1.7524 0.198€
ICT-WMS Grouped 1 1021.549 1.7141 0.2034
ICT-WMS Grouped*BPABC Grouped 1 562.266 0.9434 0.3415

* significant at U = 0.05
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Next to be evaluated wasventory accuracy and the procedural analysis was repeated for
the outcome variable representing inventory accuraayniig The predictor variable
fiGoldenZoné t hat waexcluded pev Tabla4wads sgain excluded for this analysis
The fnd@Arowme i ab blsusedaghinas per thve @alier conclusion regarding the
contribution of the predictor variables to the model.

The initial run of all the remaining best practice predictors failed to produce a significant

overall regression ANOX F statistic, as shown in Tab#s.

Table43. BP Inventory Accuracy Overall Regression ANOVYAII Predictors

Source DF| Sum of Square Mean Squar, F Ratig
Model 6 4145.95¢ 690.993 1.0724
Error 21 13531.00¢ 644.334 Prob > H
C.Total 27 17676.964 0.409¢
* significant at U = 0.05

Table44. BP Inventory AccuracyParameter Estimate®\ll Predictors

Term Estimat¢ Std Errol  tRatig Prob>|tf Std Beta
Intercept 87.948 9.009 9.76 *<.0001 0
BP-ABC Grouped[0}* -3.753 6.267 -0.60  0.5557 -0.143
BP-P1 Grouped[0] -7.657 6.334 -1.21  0.240% -0.292
BP-CycleCount Grouped[®F 5.830 7.463 0.78 0.4434 0.177
BP-Addresses Grouped[0] 7.467 6.073 1.23 0.2324 0.257
BP-PickPath Grouped[®} -1.900 6.997 -0.27  0.788¢ -0.065
BP-Xdock Grouped[0j* 4.957 6.868 0.72  0.4784 0.161
* significant at U = 0.05

** removed for subsequent regression analysis

The associated parameter estimates shown in Table 44 indicated that PickPath, ABC,
Xdock, and CycleCount were all eliminated in the initial predictor screening. The subsequent
multiple linear regression analysghown in Table 45ailed to produce statiically significant

results.
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Source DF Sum of Square Mean Squar, F Ratig
Model 2 2746.04 1373.07 2.4711
Error 28 15557.83( 555.64 Prob > FH
C. Total 30 18303.87/ 0.1027
* significant at U = 0.05

Given the absence of statistical significance, no individual best practice predictor
variables weradentifiedthat could be utilized foan evaluation of the null hypothesis Hos»
thatbhr anch oper ati onscttihcaets oe nhpaveryrytditeacst shaper a
that rely solely on technology.

The analysis was repeated a third timedietime shipmers, agai n using the
suffix variables and excluding the GoldenZone predictor variable. The initiaf alhtioe
remaining best practice predictors failed to produce a significant overall regression ANOVA
statistic, as shown in Tabl&.4

The review of Table 47 for the parameter estimates indicated that PickPath, CycleCount,
ABC, Addresses were all eliminated in the initial predictor screening. The regression model did
not produce statistical significance, ahd Addressevariablewas renoved fromconsideration

The final regression model, utilizing Pl and Xdpgielded a lack of statistical
significance in the overall regression ANOVA shown in Table B8sed on the results in Table

48, we could not evaluate the null hypothelbisgsthatbr anch oper ati ons that

practi ces o0 htimeshipping perfosnanoeas those that rely solely on technology.

Table46. BP OnTime Shipments Overall Regression ANOVAII Predictors

Source DF Sum of Squees Mean Squar F Ratig
Model 6 542.10¢ 90.357 0.489¢
Error 21 3875.31¢ 184.53¢ Prob > H
C. Total 27 4417.42¢ 0.8087
* significant at U = 0.05



112

Table47. BP Inventory Accuracy Parameter Estimatédl Predictors

Term Estimatg§ Std Errol tRatig Prob>|t| Std Beta
Intercept 86.307 5.125 16.84 *<.0001 0
BP-ABC Grouped[0}* -0.978 3.581 -0.27 0.7875 -0.074
BP-P1 Grouped[0] -3.490 3.2 -1.08 0.2925 -0.266
BP-CycleCount Grouped[0} 0.959 4.074 0.24 0.8161 0.053
BP-Addresses Grouped[0] 1.841 3.334 0.55 0.5865 0.126
BP-PickPath Grouped[®} 0.379 3.874 0.10 0.9229 0.024
BP-Xdock Grouped|[0] 5.463 4.145 1.32 0.2017 0.333
* significant at U = 0.05

** removed for subsequent regression analysis

Table48. BPOn-Time Shipment§inal Predictor ANOVA

Source DF Sum of Square Mean Squar, F Ratig
Model 2 380.44] 190.22] 1.2025
Error 26 4112.73( 158.187 Prob > H
C. Total 28 4493.177 0.3166

Parameter Estimates

Term Estimate Std Errol t Ratio
Intercept 86.29 3.247 26.54
BP-P1 Grouped]|0] -3.73C 2.645 -1.41
BP-Xdock Grouped][0] 3.480 3.103 1.12
* significant at U = 0.05

Research Q4: Technologynd Best PracticEontributions to KPI

Q4: What are the contributions different technologieand best practicds inventory
and customer service metrics in a distribution branch operation?
The analysis of Q4 was conducted by inputting all the predictor variables into a multiple
linear regression stepwise reduction proceddreis entailed using the variables selected in the
anal ysis of Q1, Q2, and Q3, i.e. the AGrouped
the AYNO variables from the AIDC predictors.

theJMP10po stepwise algorithm configured to admi
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threshold, but be eliminated iftheycouldhodb | d si gni f i ¢cadepaseat U = 0.
regression analysis, each variable is entered ségllgande a ¢ h v aonirbatoh e 6 s
assesse(Brace et al., 2002 As variables are entered, the already included variables-are
assessdfor contribution ancire removed from considerationf t hey f al | bel ow U
Each of the outcome variables was tested indegraty and separately. Each outcome
variable was analyzed using a stepwise regression using the seventeen predictalGT,
four AIDC, andsix best practices) that resulted from the share chart and cross tabulation analysis
conducted for Q1, Q2, ar@3. Using stepwiseegressionthe output table generat@sone pass
through the predictor variables to assess significance
Fill ratewas evaluated first with the result shownTeble49. Note thaiho ANOVA
tables are generated with stepwise regression since the exadeoehplishes the same
evaluation as checking an overall regression ANGV&At at i sti c against U = ¢(

Additionally, Table 49 showed that WMS and PI were significant contribut@s to

regression model definirfgl rate. The output regression formula is

Fill Rate = 76.5 + 11.2(WMS) + 11.3(PI)

Note that the minus sign isreversadcet he vari able is for a dl a
based on the-Q orientation of the variabie the software, as shown in Table 4Bhis resultant
indicatal that branches employing a warehouse management system (WMS) and utilizing
physical inventory (PI) as a best practice could achieve a fill rate of 99.0%.

The summary statistics for this modet ahown in Table 50. The’Ralue, the

proportion of the variance in the outcome variable accounted for by the model and a measure of
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Ahow goodo Iislsweakar08866, but betbtenthan the results generated in Q1 and
Q3. The adjusted®alue showedhis model can account for 31.4% of the variance in the fill
rate; not a superlative number but a place to continue future research.

As a validity check othe stepwiseegressioranalysis the residualsvere evaluated for
normalityas shown irFigure 22 andrigure23. The QQ plot and ShapirdVilk W testin
Figure 23provided evidence of normality, although the scatterpfoEigure 22 narrowethe
assumptions a hitimiting the conclusion to address a small subset of the d&aed on the
fanning effect and the uneven variance of the residuals, the predictive value of the formula is
more applicable for branch operations with fill rate in excess of about 85%, which coincidentally

is the mean value shown in Table 50.

Table49. Fill Rate Stepwise Regression

Parameter Estimat¢ nDF SS "F Ratio"| "Prob>F"
Intercept 76.90 1 0 0.000 1
ICT-ASNinbound Groupe@}1] 0 1 226.397 0.440 0.5167
ICT-ASNoutbound Groupd@-1] 0 1 48.941 0.093 0.7643
ICT-ERP Groupef®-1] 0 1 140.566 0.270 0.6103
ICT-TMS Groupef0-1] 0 1 81.25( 0.155 0.698¢
ICT-WMS Groupe0-1] -11.166€ 1] 2466.484 4.952 0.039¢
ICT-ee-Commerce Groupe@fl] 0 1 108.3868 0.207 0.654¢
ICT-Mobile Groupeg0-1] 0 1 107.75€ 0.206 0.655§
AIDC-1Dbarcode YNO-1] 0 1 42.25( 0.080 0.780¢
AIDC-2Dbarcode YNO-1] 0 1 386.39( 0.765 0.3947
AIDC-QRbarcode YI0-1] 0 1 10.227 0.019 0.8911
AIDC-IntegratBCRFID YN[O-1] 0 1 42.187 0.080 0.7807
BP-ABC Grouped0-1] 0 1 46.5472 0.088 0.770C
BP-PI Groupeg0-1] -11.335 1| 2312.00( 4.641 0.045§
BP-CycleCount Groupdd-0] 0 1 0.780 0.001 0.969¢
BP-Addresses GroupgtiQ] 0 1 67.971 0.129 0.723€
BP-PickPath Groupd@-1] 0 1 838.323 1.758 0.2034
BP-Xdock GroupefD-1] 0 1 156.175 0.301 0.591(

Table50. Fill Rate Stepwise Summary Stats
SSE DFE| Root Mean Square Err RSquarse RSquare Ad
8468 17 22.318 0.386€ 0.3145
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Figure22. Fill Rate Stepwise Residudsatterplot
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Figure23. Fill Rate Residualklistogram, QQ Plot, and Normality Test

Inventory @curacy was evaluated next with the results shown in Table 51, demonstrating
that P1 was the only significant contributor to a regression model defimiegtory accuracy

The output regression formula is

Inventory Accuracy = 78.0 + 12.8(PI)

Note that the minus sign is reversed as

on the O1 orientation of the variable. This result indicated that branches utilinysiqgal

inventory (P1) as a best practice coalthieve a inventory accuracy @0.8%.
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The summary statistics for this model are shown in Tahlerhe R value is relatively
poor at 0.194 inferring that the model does not predict well. The adju$tedLg shows that
this model can account for only 15.4% of the variance in the inventory accuracy, which is also a

poor confidence level for a prediction model.

Table51. Inventory Accuracy Stepwise Regression

Parameter Estimat¢ nDF SS "F Ratio"| "Prob>F"
Intercept 78.017% 1 0 0.000 1
BP-ABC Groupe(0-1] 0 1 34.300 0.048 0.8297
BP-PI Groupeg0-1] -12.767 1| 3319.643 4.829 0.0399
BP-CycleCount Groupd0-1] 0 1| 167.207% 0.234 0.6341]
BP-Addresses Group@dot Utilized-0] 0 1 31.69C 0.044 0.8367
BP-PickPath Groupd@-1] 0 1| 144.647 0.202 0.658]
BP-Xdock GroupefD-1] 0 1/ 102.857% 0.143 0.709Z
ICT-ASNinbound Groupd@-1] 0 1] 339.71¢ 0.481] 0.4961
ICT-ASNoutbound Groupd@-1] 0 1 18.72( 0.026 0.873¢
ICT-ERP Grouped-0] 0 1] 122.66( 0.171] 0.683¢
ICT-TMS Groupef0-1] 0 1] 378.95( 0.539 0.4719
ICT-WMS Groupe0-1] 0 1/ 1016.54] 1.517 0.233(
ICT-e-Commerce Group¢@-1] 0 1| 783.781 1.149 0.2972
ICT-Mobile Groupef0-1] 0 1 17.19C 0.024 0.879C
AIDC-1Dbarcode YNO-1] 0 1 4.077 0.006 0.940¢
AIDC-2Dbarcode YNO-1] 0 1 2.357 0.003 0.955(
AIDC-QRbarcode YI0-1] 0 1 56.08 0.07§ 0.783%
AIDC-IntegratBCRFID YN[O-1] 0 1 7.440 0.010 0.9207

Table52. Inventory AccuracystepwiseéSummary Stats
SSH DFE RMSE| RSquar{ RSquare Ad
13747.85] 20 26.21¢8 0.194 0.154

The final outcome variable, @Gfime Shipping performan¢ceas evaluated last with the
result showninTable53The zero entries in the fAesti mateo
regression could natetermine that any of the predictor variables were suitable for a model. In
addition, the JMP 10pro output showed a R2 and adjusted R2 value of zero (0) as well. These

results infer that there are other factors not present in predictiigr@n Shippingperformance.
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Parameter Estimat¢ nDF SS "F Ratio"| "Prob>F'
Intercept 89.045 1 0 0.00(0 1
ICT-ASNinbound GroupedfQd] 0 1 229.425 1.158 0.2946
ICT-ASNoutbound Grouped{Q] 0 1 132.42¢ 0.653  0.4286
ICT-ERP Grouped[d] 0 1 4.454 0.021] 0.8854
ICT-TMS Grouped[61] 0 1 146.272 0.723  0.4051
ICT-WMS Grouped[61] 0 1 147.68]1 0.731  0.4028
ICT-ee-Commerce Grouped{0] 0 1 245.68 1.245  0.277¢€
ICT-Mobile Grouped[61] 0 1 18.187 0.087 0.770§
AIDC-1Dbarcode YN[10] 0 1 54.365 0.263  0.6137
AIDC-2Dbarcode YN[O1] 0 1 13.27( 0.064 0.8035
AIDC-QRbarcode YNI[6L] 0 1 50.668 0.245 0.6261
AIDC-IntegratBCRFID YN[O-1] 0 1 0.287 0.001 0.97(8
BP-ABC Grouped[10] 0 1 5.650 0.027 0.8711
BP-P1 Grouped[01] 0 1 147.07¢9 0.727  0.4038
BP-CycleCount Grouped[0] 0 1 123.165 0.606  0.4455
BP-Addresses Grouped{d] 0 1 109.761 0.53§ 0.471§
BP-PickPath Grouped[Q] 0 1 64.121 0.311 0.5834
BP-Xdock Grouped[10] 0 1 126.954 0.625  0.4385
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CHAPTERS
CONCLUSIONS AND DISCUSSION

Introduction

Research points to a neednagementofwaehossingig on
systemsvhere the different processes in a warehou
objectives ar e c¢ o (JsGuetalr, 2007 Thei punposetofahis stody is to y 0
determine the extent to which technolaqd best practicempactkey performance indicators
(KP1ls) for wholesale distribution branch warehoupematiors. Specifically, this research
measurd the impacbf informationand communication technology (ICT) and automatic
identification and data capture (A onthefundamental prioritiesf inventory accuracy and
customer servicéor branch operatiasin the wholesale distribution channel

The research was designed arotmul questions. The firsivo questions investigated
ICT and AIDC separately, usirtree independent null hypotheseseachtechnology group in
orderto understand the ipact for the performance metriosorder fill rate, inventory accuracy,
and ontime shipments. The third research question was in two parts. The firdefmrhined
thesignificant best practicesThe second part used the results@aparison predictor variables
to answer three independent null hypotsder each outcome (depemdevariable. Thdourth
research questiatevelo@d predictive modelswhere possibldpr each outcome variable based
on thepredictor variable grouping per the analysis for Questions 1, 2,.and 3

Table 54 summarizes the results for the individual null hypotheses from Research

Questions 1, 2, and 3, as well as the results from Research Question 4 with regard to predictive
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formulas. Each researchiggtion is subsequently discussed in defaliowed by a discussion of

theoverall findings, contribution®f the researgHimitations, and future research direction

Table54. Summaryof Research Question Results

Research Tonic Fill Rate Inventory On-Time
Question P Accuracy Shipments
RejectHo: Cannot Rejedto .
1 ICT WMS (validity) Cannot RejecHo
2 AIDC Cannot Rejecto | Cannot RejedHo | Cannot RejecHo
. RejectHo: : .
3 Comparison ABC & WMS Cannot RejecHp | Cannot RejecHo
4 Predictive Formula WMS & Pl Pl Not Possible

Prior to addressing the research questiartorrelation analysis was performedtbe
outcome (dependent) variables from the questionnaing analysis determined a sufficient
correlation existed between two different types of fill rate measuremmahtsva different types
of inventory accuracy measurements turn,the analysisvas then ablé continue witithe
three outcome variables: Filiteby quantity shipped within an ordémyentory accuracy
units, and OfTTime Shipping performance.

Using these three specific outcome variablbe research questions then analythed
predictor (independent) variablgem the questionnaire to evaluate blocking techniques for time
related performance effects. i Rnepsaecatr oc ha nsdh o ws
Aperformance di po0O across a r ang@cAfee, 2002w t echn
Therefore, he original questionnaire includédu t i | timedadmipomerd for time effects.

The ICT predictors showed marked differences after one year of utilization and were thus
analyzed using branches with at least one yeatilefation. AIDC did not showime effects,

andwas analyzedwithh ut i | i zedd or fAnot wutilizedd bl ocki
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analyzed for time effects am®monstratethe same one year transition as I€$ulting in an
analysisusing branches with at least one yeantilization as a differentiation point

Once outcomeariables were selected and time effects analyzed, individual null
hypotheses were established for Research Questions 1, 2, and 3 to be evaluated using a
combination of multiple linear regression and analysis of variance (ANOVA) to determine the
impact ofthe predictor variables. Inherent in the analysis was a scresmmingduction process
of the predttors based on tharinciple ofparsimonyi.e.it he smal |l er number
b et (Kémberg & McCullough, 2013 Research Question 4 was evaluated udiegvase
regression to develgmredictive formuée for each outcome variabl®etaileddiscussion on the

research questions follow.

Research Question 1: ICT v. PerformaMsasurements

The first research question asked if branch operations that invest in ICT have better
performance than branch operations that do mbe question was subsequently broken down
into three separate null hypotheses to evaluate adgétisof fill rate, inventory accuracy, and
on-time shipments.

Q1: Do branch operations that invest in ICT have better performance than those that do

not?

Ho11: Branch operations that invest in ICT have the same performance with respect to
fill rate as those that do not investiCT.

Conclusion: We reject he null hypothesis that branch operations that do not invest in
ICT have the sam#dl rate performance as those that dot. The adoption offarehouse
management syste(W/MS) information technology demonstrated a positmpact on

improving performance metrics for fill rate, and possibly for inventory accuracy.

of
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A review of thedata determined th&/MS will have a positive effect ofill rate if
utilized for at least one year. Howevatpw R?value of 0.27 demonstrate relativéy poor fit
of the data to the modednd aradjusted Rof 0.21limited the result for generalization purposes
in that it may not replicate with different sampleésdditionally, the results of the analysis were
marginal with regard to the agaptions needed for validityT he summaryconclusionwas that
while warehouse management systems will have a positive effect, there are more factors that
need to be preser#nd that warehouse management systems alone will not be sufficient to

changdill rate

Hoi2: Branch operations that invest in ICT have the same performance with respect to
inventory accuracy as those that do not invest in ICT.

Conclusion: We cannot reject the null hypothesiShis means that there svao

difference ininventory acuracyfor branch operations that invedtin ICT as those that

did not.

A preliminary conclusionsupported by data iTable 22 establishedhat the null
hypothesis may be rejected if both WMS antbenmerce are utilized together within a facility,
but not if used exclusive of each other. However, the conclusion was ultimately réjasest
on the lack of model validity when the normality and collinearity assumptienstested.
Therefore, no predictors were found to have a significant impactentiory accuracy for this

study, but the results are intriguing enough to consider a point for future research

Hois: Branch operations that invest in ICT have the same performance with respect to

orttime shipping performance as those that do not invest in ICT.
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Conclusion: We cannot reject the null hypothesighis means that there was no
difference inon-time shipments$or branch operations that invested in ICT as those that

did not.

None of the preictor variablesanalyzed could be determinedpesent a significant
effect uportheon-time shipmentsnetric eitherwhenconsidered individually or taken in

consideration with othepredictorsas supported by TabR¥Y andTable28.

Research Questidt AIDC v. Performanc®easurements

The second research question asked if branch operations that invest in AIDC have better
performance than branch operations that do not. The question was subsequently broken down
into three separate null hypothesesualgate againKPIs of fill rate, inventory accuracy, and
on-time shipmentsAs discussed belowhé data showed that none of the AIDC predictor

variables had a significant impact on arfythe three outcome variables

Q2 Do branch operations that investantomatic identification and data capture (AIDC)

have better performance than those that do not?

Hoz-1: Branch operations that invest in AIDC have the same performance with respect to
fill rate as tlose that do not irest in AIDC.
Conclusion: We cannot reject the null hypothesis. This means that Wesr@o

difference irfill rate for branch operations that wbADIC and those thatid not.

Hoz2: Branch operations that investAtDC have the same performance widispect to

inventoryaccuracyas those that do not investADC.
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Conclusion: We cannot reject the null hypothesiShis meanghat there wa no
differencein inventory accuracy for branch operations thatuseIC and those thatid

not.

Ho2s: Brand operations that invest in AIDC have the same performance with respect to
ornttime shipping performance as those that do not invest in AIDC.

Conclusion: We cannot reject the null hypothesiShis meanshat there wa no

difference inon-time shipmentsfor branch operations that wsADIC and those thatid

not.

ResearclQuestion3: Best Practices v. Technology

This question was investigatedtwo parts. First, an analysis similar to the first two
research questions was conducted in order to identify statistically significant best practices.
Once established, these wétencompared to the statistically significant technology predictors
usng analysis of variance (ANOVA). Thanalysiswas conducted for each outcome variable

individually and independentlusing the three null hypotheses below.

Q3 Dobranchoperationsthat t i | i ze fAbest whevebditerusi ng pr ac

performancehan those that invest only in technology?

Hos1: Branch operationthate mp |l oy fAbest pr afditateces o have t
performance as thosleat rely solely on technology.

Conclusion: The null hypothesisthatbanc h oper ati ons ctehsadt e mp|l
have the samBll rateas those that rely solely on hemlogy was rejectedThis means

that there wa no difference ifill rate for branch operations that wbkkest practiceand

those that dl not.
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To arrive at this conclusion, it was first detened that a best practice of using ABC
stock analysis had a significant effect on fill rate performance. Once this predictor was
determined, a subsequent ANOVA compared the technology predictor for fill rate, WMS,
against the best practice predictor ABCable 41 and able42 provide support that the use of
either of the predictors aloper using both in combinatigmvould not be sufficient to explain the
differencein fill rates The analysis of the residuals shown in Figure 20 determined that the
findnghadlmor e predictive value for br gire@doveoper ati
70%.

Whatever differencen fill rate that wasreated by ABC analysis and WMS may be
evident, but there are more factors that are involved that were outside the scope of this research
to draw a definitive conclusiorHowever, this opens the door for future research building on

these two predictors to test best practices against technology.

Hos-2: Branch operationthate mp | oy fAbest pr aioventory acsubacyh av et

as those that rely solely on technology.

Hos.s: Branch operationthate mp | oy fAbest pr ac-timeshpping have t

performance as those that rely solefytechnology.

Hypothegs Hoz» andHos 3 drew the same result, which was a failure to produnge
statstically significant predictor variables that showed an effect on etthreir respective
outcome variabke Therefore, withouéithera technologyr abest pratice predictor to

comparethe null hypothesesould not be rejected
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Research Question Predictive Models
Research Question 4 investigatled contributions oflifferent technologieand best
practicesuponinventoryand cutomer service metricsStepwise regression was utilized to
analyze all predictor variabldocks against the three outcotdPls. The net result asthat
predictive formulas were developed for fill raed inventory accuracy as shown below. The
stepwisaegression could not resolve, i.e. develop significant predictors, fomenshipping

performance.

Fill Rate = 76.5 + 11.2(WMS) + 11.3(PI)
Inventory Accuracy = 78.0 + 12.8(PI)
Where:
WMS = use of a warehouse management system for at least 1 year

Pl =a practice of conducting a physical inventory, implemented for at least 1 year

The caveat behind both prediction formesgas that a relatively low Rralue for both
0.39 and 0.19respectivelyinferred that thenodels do not predict well. Additionallipw
adjusted Rvalues 0.35 and 0.15espectivelyare interpretetb inferthatthe resultsare
relatively poor predictorior other data sets, i.e. other branch operatiofdditionally, the
predictive value of the fill rate model was limited tormh operations demonstrating fill rate

performance greater than approximately 85%.

Discussion

ThelCT technologiesnvestigated by Research Questioappear to show positive
impact ondistribution branch inventory and customer servicesKHlhe mostignificant result

from the study DICT utilization waswith orderfill rate, and to a lesser extent with inventory
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accuracy.The primary technology influencing the metrics \@A&MS, which is a positive
result for the technology as it appears to be serving its primary puwpwsentory contral
Inventory accuracy is by definition an inventory control function and the premise is that
customer service is impacted by order fill ratjch needs high levels of inventory accuracy
inventory contraland effective order picking.

The findingis intuitive to a degrean thatfill rate is a function othe WMSapplication
for controlof material stored, for both quantity and locatidryg lending itself to positive
outcomes for material availdlby to fill customer orders. On the other haimyentory accuracy
had somewhat lesgyorous results, indicating is impacted by more than tidormation
technology and WM&ontrolling ordeing, receiving, and storagd goods Also the research
served taconfirmimplementation relategerformance dipselative tothe introduction ofCT
(McAfee, 2002. This research conclad thata positiveimpactby technology did not
materialize until at least one year into implementation. In some cases, performance actually
declined in the first yeaof utilization before recovering to add valtethe organization

AIDC did not show any effect on fill rate, inventory accuracy otiore shipments. This
was somewhat disappointing but not completely
benefits are labor efficieies, both in time andatainput accuracy In that respect, AIDC really
is aproductivitytool with the added benes§ibf supportingother tetbinologessuch adCT, and
best business practicdsit in and of itself, is not a performance improvement technology with
respect to inventory control atod customer service

The raw data provided some interesting observations on AIDC in general. For example,

only about two thirds of distribution brelnes utilizel bar codegor inventory control purposes
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which was surprising given the maturity of this technology. On the other hand, the lack of use
was supported by the study in that theeze no significant effects on the K&&tudied.

Another inteesting observation was that while there were no reported castesdf
aloneRFID applications, 12% of the responses used integral RFID bar codes, with 40% of those
introduced within the past year. This revealed an emerging enhancement to bar code
applications asthe emerging use of integral RFID bar code latels primarily by
organizations with mature 1D bar code utilizafialthough thereverebrancheaitilizing the
integralRFID bar code labeds a startiptechnology RFID has struggled to findost
effectiveness at the item level when competing against bar cedhs,ladimensional bar code
wasclearly the dominant technology in this stubyt the integraRFID bar code labehay
provide theadditional benefits to make RFID more cost effetiv

Comparing the utilization dfCT against AIDC, there appears to be a larger influence
upon KIPsby the information and communication technologies than the automatic identification
and data capture. Thissupported by failing to reject all null hyihbeses foAIDC, which did
not find any difference on the thr&®Is studied, wherealCT showed an impact against fill rate
and inventory accuracy.

Theresearch was for the most part inconclusive on comparing best pséatice
technologygiven thatKPIs of inventory accuracy and eime shipments appezdto be
influenced by either too marvwariableso mode] or there are more significaptedictors than
studied. The data was not able to show any conclusive comparison between the two approaches,

techrology orbestpractices, on inventorgccuracyand outbounan-time shipping performance.
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Research Contributions

The objective of theesearch wasto contribute to the field by exploring the relationships
between types of technologies available to tls&ribution industry and hotechnologyinteracts
with business practicds impactinventory control andustomer servicperformance metrics

The first contribution of the research wastmfirm thatthe impact oinformation and
communicatiortechnologyand business practicdgl notfully materialize until at least one year
after adoption The time of utilizationevaluated by blocking techniqyésdicatedthere is a
learning curve impagiresent.Management shouliike this conclusion into considéam to
calibratetheir goals an@xpectations for performaneéhen adopting new ICT and/or best
practices making necessadjustments to safety stoandor developingcontingency planm
anticipationof startup effects

A secondcontribution was orhie efficacy of warehouse management systems at the
distribution branch level. There were twseful observatianinvolvinginteractiors with WMS,
one withABC analysis andhe other with &eommerce systemd=irst, ABC is inventorycontrol
slang for apptation of the Pareto Principleithin inventory management, and therefore has a
direct effect on inventory controABC analysis is used to developentorycontrol and storage
policies replenishment policies and safety stock levEtss research suppted thatoranches
utilizing a WMS are more effectiyeealized through utilization for at least one yéfahey
employ ABC stock analysis to providdatainputs forthis particulartype ofICT. The second
complanentary ICT, ecommerce, appeargd be another complementary technology, bat th
researchwasinconclusiven this regard However, thee areintuitive benefitsof tying the
ordering capability of @ommerce to the inventory control technology provided through a WMS.
Operations that e a WMS in place should investigate #doption of ecommercdo improve

overall inventory performance
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A third benefit of the research wasestablish the efficacy of the best practice of
physical inventory at the distribution branch level. Longsodered a noiwvalue added process
required onlyfor financial accounting purposes, the physical invenpoeglictorappeared to
haveatenuousredictivevalue for customer order fill rate and inventory accuracy. For fill rate,
physical inventory found gnificance when used in conjunction with WMS. As with the finding
on WMS and eeommerce for inventory control, branches that use Pl and WMS toge#lydre
able to establish 99% minimumfill rate expectation With respect to inventory accuracy, the
beg practice of physical inventomypay establish ghresholdvalue at 9%. The fill rate and
inventory accuracy numbers establish e nt at i veo benchmarks as the
meet suitable standards fof &d adjusted R However, the reseeh is sufficienly suitable to
establish an external benchmark to measure performance and challenge operations similar to the
ones in this study. The use of the results as a benchmark must be Separasing these
values for investment or personnelkgions. As benchmarks, these values provederective

action thresholds for employment of the technology or practices modeled.

Limitations

The research was limited by the number of branch operations that returned data for the
guestionnairewhichmanifested itself iseveral ways.

First, extreme data points may have biased the multiple linear regression analysis,
ANOVA comparisonsandstepwiseregression modeling. With a larger sample size, thieout
effects would have beeninimizedor elimnated

Second, théCT result for the inventory accuracy wadsemed inconclusiveince the

residuals did not show a normal distribution with constant variance. Larger sample sizes would
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have improved the variance, and in most cases, larger samplevdiizegweigh atest of
normality (Brace et al., 201 Norusis, 2012p

Third, multiple linear regression analysis requieelarge nurber of cases to be effective.
Five toten cases per independent variadoke considered aacceptable minimunputresponses
of twenty ormoreareconsidered besb prevenflType Il erros, i.e. not reject the null hypothesis
when we should rejedt (Brace et al., 203Hayden, 2008Norusis, 201252012. The goal of
ten observations per independent variable was established at the onset to allow for analysis
validity, but low response rate contributed to poor normality assumptions

From a data collectiostandpoint, many considsurvey andjuestionnairénstrumentsa
dubiousmethodology due to potential for low responstebias, poor questioformulation and
other sampling errorsThe main concerfor this study was thpotential forlow response rat®
cau® validity issueswith a 40% minimum establishéd preclude concerr8est & Kahn,
2006. The closed form questionnaire instrument used had a net response3@tevaiiich
contributed to the low Rvalues and multiple regression analysitidity assumgbn concerns.
This was despite using recommended techniques by involving administrative supervisors and

referrals to gain increased retuf@est & Kahn, 2006Dillman et al., 200%

Recommendation®r Future Research
The data and findings present a wide range of possible future research initiatives. One of
the surprising results of the investigation was a lack of correlation betwe@neoshipment
performance and inventory metrick.seenedintuitive that adistributionbranch cannot hawe
high on-time shippingoerformancevithout ahigh level ofinventory control. However, the
variables studied did not produce any such correlation, suggesting that there may be ather KPI

thataffectthisrelationshipthat needd be uncovereth order to provide managerial direction
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The data suggestithat when considered independently, neither WMS rmomemerce
was significant, as shown in Table 22, but that when used concurrently, they may have a
significant effect upomvertory accuracy However since the modelingalidity assumptions
were violated, th conclusion ould not be confirmedThe analysis was limited due to a
relatively small number of cases being considered. With a larger sample, the model assumptions
may berealized andtatistically validconclusiors drawn.

When evaluated in Research Questiowdrehouse management systemd e
commerce utilized ether within a facility appeadto have an impact on inventory accuracy,
but not if used exclusive of eacther. However, the conclusion was ultimately rejebsed
on the lack of model validity when the normality and collinearity assumptions wesd.tes

Interestingly, as evidenced by the scatter pddtsvo predictovariables showim Figure
24, warehouse management systeand ecommerce shoada potential for effecting etime
shipping performanceith respect t@ reduction irvariation rather thaa change in mean
values. Wheithis observation is combined with tResearciQuestionl analysisthereexist
possibilitiesof futureresearch into the efficacy of the two technologies as a problem prevention
predictor rather tharasa provider of incrementgberformance improvement

Additionally, future research providinglarger sample sizeould serve tovalidate any
performancémean) changeandpotentially allowestablisiment ofa useful set of predictor
variables.

In investigating Research Question 3, whatever difference in fill rate that was created by
ABC analysis and WMS may be evideiit there are more factors that are involved that were
outside the scope of this research to draw a definitive conclusion. This observation opens the

door for future research building on these two predictors to test best practices against technology.
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Figure24. WMS and ecommerce Impact on Ghime Shipments

An interesting observation from Research Question 4 wasotieatialpredictivevalue
versus the association pifiysical inventoriess a best practigather than cycle counting. In the
review of literature, cycle counting is by far the preferred technique for inventory canttol
was the dominat tool as far as frequency in the study populatiBlowever, as evidenced by
Table 56 in Appendix E, physal inventoryshowed better performance thaytle counting in
the outcome variablesThis seeming disconnect provides a research possibility for a direct
comparison otompeting inventory contretarehousing practices.

Finally, the research questionsdadata analysis considered the outcome variables
independently since there is not a common s&R3§ for the distribution industry A further
analysis of the data mdpeable to produce observations regarding interactiokdad, i.e. is

performance ififerent for branch operations that track one, two, or all tKieks?



133

REFERENCES

Andhare, S. S. (2010). Designing a supply chain: Proposition for improving quality and overall
productivity of enterprises using business model. Dissertation/Thesis. Retrieved from
http://eastcarolina.summon.serialssolutions.com/link/0/eLVHCXMwVZ08D#VzAU
Y6c4Flaexgd0ZUPUAVAJ9ETEZCcX7iIIASQP3rxYn561Zzuli8aQ0Pig6gcgBULMs7VK6t
Eskf3dKPikXpO-3rfblv- gHID2xzHkpsMGsxcKwoo5GSIS4ADmnshWWoPDiuGNo
otuClui6oPLh3mNJJDrv48 VZK M34scoww

APICS, T. A. f. O. M-. (2013) Retrieved April 23, 2013, fronttp://www.apics.org/home

Autry, C. W., Griffis, S. E., Goldsby, T. J., & Bobbitt, L. M. (2008Jarehouse Management
Systems: Resource Commitment, Capabilities, And Organizational Perforrdanoeal
of Business Logistics,6{2), 165183.

Barbosa, D. H., & Musetti, M. A. (2010). Logistics information systems adoption: an empirical
investigation in Brazil. Industrial Management + Data Systems, 110(680487oi:
http://dx.doi.org/10.1108/02635571011055054

Barney, J. B. (2012Rurchasing, Supply Chain Management And Sustained Competitive
Advantage: The Relevance Of ResouBased TheoryJournal of Supply Chain
Management, 48(2),-8.

Bartholdi Ill, J. J. (201}l Warehouse & Distribution Science Retrieved from
http://www?2.isye.gatech.edu/~jjb/wh/book/editions/history.html

Best, J. W., & Kahn, J. V. (2006). Research in Educatidth(éd.). Upper Saddle River, NJ:
Pearson Education.

Bowersox, D., Closs, D. J., & Stank, T. (1999). Making Supply Chain Integration a Reality. Oak
Brook, IL: Council of Logistics Management.

Brace, N., Kemp, R., & Snelgar, R. (2012). SPSS for Psyclstfodgiew York, USA: Palgrave
Macmillan, St. Martin's Press.

Bureau of Economic Analysis, B. (2013). Table 1BUC. Current Dollar Manufacturing and Trade
Inventories, Seasonally Adjusted, End of Period [1997 forward, NAICS] Retrieved April
4, 2013, from
http://bea.gov/iTable/iTable.cim?ReqlD=12&step=1#reqid=12&step=3&isuri=1&1203=
34



http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DsIwDIVzAUY6c4FIaexgd0ZUPUAv4J9ETEzcX7iIASQP3rxYn56lZzuli8aQ0Piq6gcgBULms7VK6tEskf3dKPih-XpO-3rfb1v-_gHID2xzHkpsMGsxcKwoo5GSlS4DmnshWWoPDiuGNo-otuCIui6oPLh3mNJJDrv48_VZK_M34scoww
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DsIwDIVzAUY6c4FIaexgd0ZUPUAv4J9ETEzcX7iIASQP3rxYn56lZzuli8aQ0Piq6gcgBULms7VK6tEskf3dKPih-XpO-3rfb1v-_gHID2xzHkpsMGsxcKwoo5GSlS4DmnshWWoPDiuGNo-otuCIui6oPLh3mNJJDrv48_VZK_M34scoww
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DsIwDIVzAUY6c4FIaexgd0ZUPUAv4J9ETEzcX7iIASQP3rxYn56lZzuli8aQ0Piq6gcgBULms7VK6tEskf3dKPih-XpO-3rfb1v-_gHID2xzHkpsMGsxcKwoo5GSlS4DmnshWWoPDiuGNo-otuCIui6oPLh3mNJJDrv48_VZK_M34scoww
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DsIwDIVzAUY6c4FIaexgd0ZUPUAv4J9ETEzcX7iIASQP3rxYn56lZzuli8aQ0Piq6gcgBULms7VK6tEskf3dKPih-XpO-3rfb1v-_gHID2xzHkpsMGsxcKwoo5GSlS4DmnshWWoPDiuGNo-otuCIui6oPLh3mNJJDrv48_VZK_M34scoww
http://www.apics.org/home
http://dx.doi.org/10.1108/02635571011055054
http://www2.isye.gatech.edu/~jjb/wh/book/editions/history.html
http://bea.gov/iTable/iTable.cfm?ReqID=12&step=1#reqid=12&step=3&isuri=1&1203=34
http://bea.gov/iTable/iTable.cfm?ReqID=12&step=1#reqid=12&step=3&isuri=1&1203=34

134

Cachon, G. P., & Fisher, M. (2000). Supply chain inventory managementeandltie of shared
information. Management Science, 46(8), 10828.

Cao, M., Vonderembse, M. A., Zhang, Q., & Ragathan, T. S. (2010). Supply chain
collaboration: conceptualisation and instrument development. International Journal of
Production Reseahn, 48(22), 6613.

Carver, R. (2010). Practical Data Analysis with JMP. Cary, North Carolina: SAS Institute.

Cattani, K. D., &Mabert, V. A. (2009). Supply Chain Design: Past, Present, and Future.
Production and Inventory Management Journal, 45(2547

ChengMin, F., & ChierYun, Y. (2006). The Impact of Information and Communication
Technologies on Logistics Managementemfational Journal of Management, 23(4),
909-924,944.

Chopra, S., & Sodhi, M. S. (2007). Looking for the Bang from the RFID Buck. Supply Chain
Management Review, 11(4), 3.

Chow, K. H. (2008). Knowledge based decision support system in the dedigardrol of
warehouse operations. 3347736 Ph.D., Hong Kong Polytechnic University (Hong Kong),
Hong Kong. Retrieved from
http://search.proquest.com.jproxy.&bou.edu/docview/304826286?accountid=10639
http://j[w3mh2cmeén.search.serialssolutions.com/?ctx_ver=739.88
2004&ctx_enc=info:ofi/enc:UT+
8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft val fmt=info:of
i/fmt:kev:mtx:dssertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rf
t.au=Chow%2C+Ka+Hoé&rft.aulast=Chowé&rft.aufirst=Ka&rft.date=2008
01&rft.volume=_&rft.issue=&rft.spage==&rft.isbon=9781109031997 &rft.btitle=&rft.title=K
nowledge+based+decision+suppostem+in+the+design+and+control+of+warehouse
+operationsé&rft.issnProQuest Dissertations & Theses Full Text database.

Creswell, J. C. (2003). Research Design, 2e. California, US: Sage Publications.

DeHoratius, N., & Raman, A. (2008). Inventory Recoracleuracy: An Empirical Analysis.
Management Science, 54(4), 6841.

Dillman, D. A., Smyth, J. D., & Christian, L. M. (2009). Internet, Mail, and Mik&éade
Surveys; The Tailored Design Method. Hoboken, NJ: John Wiley & Sons, Inc.

Frazelle, E. H. (2002World Class Warehousing and Material Handling: McGFi
Gallmann, F., & Belvedere, V. (2011). Linking service level, inventory management and

warehousing practices: A cabased managerial analysis. Operations Management
Research, 4(2), 2838.


http://search.proquest.com.jproxy.lib.ecu.edu/docview/304826286?accountid=10639
http://jw3mh2cm6n.search.serialssolutions.com/?ctx_ver=Z39.88-2004&ctx_enc=info:ofi/enc:UTF-8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rft.au=Chow%2C+Ka+Ho&rft.aulast=Chow&rft.aufirst=Ka&rft.date=2008-01-01&rft.volume=&rft.issue=&rft.spage=&rft.isbn=9781109031997&rft.btitle=&rft.title=Knowledge+based+decision+support+system+in+the+design+and+control+of+warehouse+operations&rft.issn=
http://jw3mh2cm6n.search.serialssolutions.com/?ctx_ver=Z39.88-2004&ctx_enc=info:ofi/enc:UTF-8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rft.au=Chow%2C+Ka+Ho&rft.aulast=Chow&rft.aufirst=Ka&rft.date=2008-01-01&rft.volume=&rft.issue=&rft.spage=&rft.isbn=9781109031997&rft.btitle=&rft.title=Knowledge+based+decision+support+system+in+the+design+and+control+of+warehouse+operations&rft.issn=
http://jw3mh2cm6n.search.serialssolutions.com/?ctx_ver=Z39.88-2004&ctx_enc=info:ofi/enc:UTF-8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rft.au=Chow%2C+Ka+Ho&rft.aulast=Chow&rft.aufirst=Ka&rft.date=2008-01-01&rft.volume=&rft.issue=&rft.spage=&rft.isbn=9781109031997&rft.btitle=&rft.title=Knowledge+based+decision+support+system+in+the+design+and+control+of+warehouse+operations&rft.issn=
http://jw3mh2cm6n.search.serialssolutions.com/?ctx_ver=Z39.88-2004&ctx_enc=info:ofi/enc:UTF-8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rft.au=Chow%2C+Ka+Ho&rft.aulast=Chow&rft.aufirst=Ka&rft.date=2008-01-01&rft.volume=&rft.issue=&rft.spage=&rft.isbn=9781109031997&rft.btitle=&rft.title=Knowledge+based+decision+support+system+in+the+design+and+control+of+warehouse+operations&rft.issn=
http://jw3mh2cm6n.search.serialssolutions.com/?ctx_ver=Z39.88-2004&ctx_enc=info:ofi/enc:UTF-8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rft.au=Chow%2C+Ka+Ho&rft.aulast=Chow&rft.aufirst=Ka&rft.date=2008-01-01&rft.volume=&rft.issue=&rft.spage=&rft.isbn=9781109031997&rft.btitle=&rft.title=Knowledge+based+decision+support+system+in+the+design+and+control+of+warehouse+operations&rft.issn=
http://jw3mh2cm6n.search.serialssolutions.com/?ctx_ver=Z39.88-2004&ctx_enc=info:ofi/enc:UTF-8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rft.au=Chow%2C+Ka+Ho&rft.aulast=Chow&rft.aufirst=Ka&rft.date=2008-01-01&rft.volume=&rft.issue=&rft.spage=&rft.isbn=9781109031997&rft.btitle=&rft.title=Knowledge+based+decision+support+system+in+the+design+and+control+of+warehouse+operations&rft.issn=
http://jw3mh2cm6n.search.serialssolutions.com/?ctx_ver=Z39.88-2004&ctx_enc=info:ofi/enc:UTF-8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rft.au=Chow%2C+Ka+Ho&rft.aulast=Chow&rft.aufirst=Ka&rft.date=2008-01-01&rft.volume=&rft.issue=&rft.spage=&rft.isbn=9781109031997&rft.btitle=&rft.title=Knowledge+based+decision+support+system+in+the+design+and+control+of+warehouse+operations&rft.issn=
http://jw3mh2cm6n.search.serialssolutions.com/?ctx_ver=Z39.88-2004&ctx_enc=info:ofi/enc:UTF-8&rfr_id=info:sid/ProQuest+Dissertations+%26+Theses+Full+Text&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&rft.genre=dissertations+%26+theses&rft.jtitle=&rft.atitle=&rft.au=Chow%2C+Ka+Ho&rft.aulast=Chow&rft.aufirst=Ka&rft.date=2008-01-01&rft.volume=&rft.issue=&rft.spage=&rft.isbn=9781109031997&rft.btitle=&rft.title=Knowledge+based+decision+support+system+in+the+design+and+control+of+warehouse+operations&rft.issn=

135

Gong, Y., & de Koster, R. B. (2011). A review on stochastic models and analysis of warehouse
operations. Logistics Research, 3(4), -295b.

Gu, J., Goetschalckx, M., & McGinnis, L. F. (2007). Research on warehouse operation: A
comprehensive review. Europedournal of Operational Research, 177(12,11doi:
http://dx.doi.org/10.1016/j.ejor.2006.02.025

Gu, J., Goetschalckx, M., & McGinnis, L. F. (2010). Research on warehouse design and
performane evaluation: A comprehensive review. European Journal of Operational
Research, 203(3), 539. doi:http://dx.doi.org/10.1016/].ejor.2009.07.031

Gu, Q. (2008). Supply chain coordination witkRIR implementation. 3326684 Ph.D., University
of Houston, United States Texas. Retrieved from
http://search.proquest.com.jproxy.lib.ecu.edu/docview/304603t0untid=10639
ABI/INFORM Complete; ProQuest Dissertations & Theses Full Text database.

Hackman, S. T., Frazelle, E. H., Griffin, P. M., Griffin, S. O., & Vlasta, D. A. (2001).
Benchmarking warehousing and distribution operations: An ioptgut apprach.
Journal of Productivity Analysis, 16(1), -79.

Hayden, M. A. (2008). MultFactor ANOVA & Multiple Regression. Terre Haute, IN: Qualtiy
Council of Indiana.

Hwang, W. (2011). The drivers of ERP implementation and its impact on organizational
capabiities and performance and cutomer value. 3474762 Ph.D., The University of
Toledo, United States Ohio. Retrieved from
http://search.proquest.com.jproxy.libleedu/docview/898914252?accountid=10639
ProQuest Dissertations & Theses Full Text database.

Johnson, A., & McGinnis, L. (2010). Performance measurement in the warehousing industry. IIE
Transactions, 43(3), 22230. doi: 10.1080/0740817x.2010.491497

Karaer, O. (2008). Technology investments in supply chains: Impact of new entry, competition,
and interventions. Dissertation/Thesis. Retrieved from
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DgJBCIXnAp
Zae4EpdgcWgDduPMBeAlYhVIde7 LGOtKCVKIR8IPKVLIgFSMfMDKNrS5nPHmM
cyzZWDL6uUlHwWQ PtXPbttq -30DUB-
AUO02BAM3AIS2sO004NEU_rQeMwT7cYpZOpCqJWammFuhBtih3yBwu5aTHuUPjz9

Vkr8zfVQIijA

Klimberg, R., & McCullough, B. D. (2013). Fundamentals of Predictive Analytics with IMP.
North Caronlina, USA: AS Institute Inc.

Koster, M. B. M. d., & Balk, B. M. (2008). Benchmarking and Monitoring International
Warehouse Operations in Europe. Production and Operations Management, 17(2), 175
183.


http://dx.doi.org/10.1016/j.ejor.2006.02.025
http://dx.doi.org/10.1016/j.ejor.2009.07.031
http://search.proquest.com.jproxy.lib.ecu.edu/docview/304603245?accountid=10639
http://search.proquest.com.jproxy.lib.ecu.edu/docview/898914252?accountid=10639
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DgJBCIXnApZae4EpdgcWqDduPMBeAIYhVlbeP7LGQjtKCvK9R8JPKVfLJgF5MfMDkNrS5nPHmcyzWDL6u1HwQ_PtXPbttq_3-v0DUB-AU02BAm3AIS2sO004NEU_rQeMwT7cYpZOpCqJWgmmFuhBtIh3yBwu5aTHuPjz9Vkr8zfVQijA
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DgJBCIXnApZae4EpdgcWqDduPMBeAIYhVlbeP7LGQjtKCvK9R8JPKVfLJgF5MfMDkNrS5nPHmcyzWDL6u1HwQ_PtXPbttq_3-v0DUB-AU02BAm3AIS2sO004NEU_rQeMwT7cYpZOpCqJWgmmFuhBtIh3yBwu5aTHuPjz9Vkr8zfVQijA
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DgJBCIXnApZae4EpdgcWqDduPMBeAIYhVlbeP7LGQjtKCvK9R8JPKVfLJgF5MfMDkNrS5nPHmcyzWDL6u1HwQ_PtXPbttq_3-v0DUB-AU02BAm3AIS2sO004NEU_rQeMwT7cYpZOpCqJWgmmFuhBtIh3yBwu5aTHuPjz9Vkr8zfVQijA
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DgJBCIXnApZae4EpdgcWqDduPMBeAIYhVlbeP7LGQjtKCvK9R8JPKVfLJgF5MfMDkNrS5nPHmcyzWDL6u1HwQ_PtXPbttq_3-v0DUB-AU02BAm3AIS2sO004NEU_rQeMwT7cYpZOpCqJWgmmFuhBtIh3yBwu5aTHuPjz9Vkr8zfVQijA
http://eastcarolina.summon.serialssolutions.com/link/0/eLvHCXMwVZ09DgJBCIXnApZae4EpdgcWqDduPMBeAIYhVlbeP7LGQjtKCvK9R8JPKVfLJgF5MfMDkNrS5nPHmcyzWDL6u1HwQ_PtXPbttq_3-v0DUB-AU02BAm3AIS2sO004NEU_rQeMwT7cYpZOpCqJWgmmFuhBtIh3yBwu5aTHuPjz9Vkr8zfVQijA

136

Lai, F., Li, D., Wang, Q., & Zhao, X. (2008)he Information Telenology Capability Of Third
Party Logistics Providers: A ResourBased View And Empirical Evidence From China
Journal of Supply Chain Management, 44(3)382

Manrodt, K. B., Vitasek, K., & Tillman, J. (2013). DC Measures 2012 (pp. 16). Oak Brook, IL:
Warehouse Education Research Council.

McAfee, A. (2002). The Impact of Enterprise Information Technology Adoption on Operational
Performance: An Empirical Investigation. Production and Operations management,
11(2).

Minium, E. W., Clarke, R. C., & Cottarci, T. (1999). Elements of Statistical Reasoning (2nd
ed.). Hoboken, NJ: John Wiley & Sons.

Norusis, M. J. (2012a). IBM SPSS Statistics 19, Guide to Data Analysis. Upper Saddle River,
NJ: Prentice Hall.

Norusis, M. J. (2012b). IBM SPSS Statistics Sfatistical Procedures Companion. New Jersey,
USA: Prentice Hall.

Olson, K. (2006). Survey Participation, Nonresponse Bias, Measurement Error Bias, and Total
Bias. The Public Opinion Quarterly, 70(5), #838. doi: 10.2307/4124224

Simon, S. (2010, 04/2010). What's the difference between regression and ANOVA? Retrieved
September 19, 2013, frohttp://www.pmean.com/08/RegressionAndAnova.html

Teece, D. J. (1998). Captng value from knowledge assets: The new economy, markets for
know-how, and intangible assets. California Management Review, 40(39.55

Teunter, R. H., Babai, M. Z., & Syntetos, A. A. (2010). ABC Classification: Service Levels and
Inventory Costs. Pragttion and Operations Management, 19(3),-383.

Walker, R. (2008). Analysis of radio frequency identification in a redhielon supply chain.
1456152 M.S.I.E., University of Arkansas, United Statéskansas. Retrieved from
http://search.proquest.com.jproxy.lib.ecu.edu/docview/304687730?accountid=10639
ProQuest Dissertations & Theses Full Text database.

Wu, X. (2012). The diffusion and impact of radieduency identification in supply chains: A
multi-method approach. 3510236 Ph.D., The University of North Carolina at Charlotte,
United States- North Carolina. Retrieved from
http://search.proquest.com.jproxy.lib.ecu.edu/docview/1021197207?accountid=10639
ProQuest Dissertations & Theses Full Text database.

Young, S. T., & Nie, W. D. (1992). A Cycl€ount Model Considering Inventory Policy and
Record Variance?roduction and Inventory Management Journal, 33(:)L111


http://www.pmean.com/08/RegressionAndAnova.html
http://search.proquest.com.jproxy.lib.ecu.edu/docview/304687730?accountid=10639
http://search.proquest.com.jproxy.lib.ecu.edu/docview/1021197207?accountid=10639

137

APPENDIX

APPENDIX A: IRBAPPROVALLETTER

Indiana State
University
More. From day ona. Insmunenal Review Board
Rarrw Hacde, ovens 4 TECR
AT S

a8 2T A

DATE: Juby B, 2013

TO: Mark Angolia, MS

FROM: Indiana State University Institutional Review Board

STUDY TITLE: 476524-3] A STUDY ON TECHNOLOGY IMPACT ON WHOLESALE

DISTRIBUTION BRANCH OPERATIONS
IRB REFERENCE #:

SUBMISSION TYPE: Rewvision
ACTION: DETERMINATION OF EXEMPT STATUS
DECISION DATE: July B, 2013

REVIEW CATEGORY:

Thank you for your submission of Revision matenals for this research study. The Indiana State University
Institutional Review Board has determined this project is EXEMPT FROM IRE REVIEW according to
federal regulations (45 CFR 46). You do not need o submit continuation requests or a completion
Should you need to make modifications to your protocol or imfiormed consent formes that do not fall within
the exempt categones, you will have to reapply to the IRB for review of your modified study:

Intermet Research: You are using an intemet platform to collect data on human subjects_ Although your
study is exempt from IRB review. [SU has specific policies about intemet research that you should follow
to the best of your abiity and capability. Please review Section L on Intermet Research in the IRB Policy
Manual

Informed Consent: All ISU faculty, staff, and students conducting human subjects research within the
"exempt” category are still ethically bound to follow the basic ethical principles of the Belmont Report
a) respect for persons; Z) beneficence; and 3) jusfice. These three principles are best reflected in the
practice of obtaining informed consent.

If you have any gquestions, please comtact Dr. Kim Bodey within IRBMet by clicking on the study title on
the "My Projecis" screen and the "Send Project Mail® buticn on the left side of the "Mew Project Message"
screen. | wish you well in completing your study.



138

APPENDIXB: QUESTIONNAIREPARTICIPANT REQUEST

As a follow up to my voice mail from today, this is a request for help in gathering information on
technology applications and warehousing practices of wholesale distribution companies that
recruit students from East Carolina University's (ECU) Indudbistribution and Logistics

program.

My request is for you to supply me with branch manager namesnaait for all of your

distribution branches/stores (not central distributienters) | will then send them a link to an

ontline survey that will take abouti510 minutes to completd.also ask your permission to use

your name as a reference within the introductanailcontaining the survey linkPlease note

that the survey will oy collect data on noigommercial / notproprietary aspects of your
companyo6s distribution operations to research
industry.

| am conducting this research as a PhD candidate to complete my dissentationi| also use
the information to help improve the quality of education delivered to our students at¥eQU.
participation is voluntary and responses will not be identified with you or your comifayou
have any questions or concerns about pragidiames or participating, please contact me at
(252) 7371036 or aangoliam@ecu.edu

Thanks for your consideration,

Mark Angolia, Instructor
Department of Technology Systems
East Carolina University

Please note that this study, (IRB # 47634was reviewed by the Institutional Review Board
(IRB) from Indiana State University (ISU) on 07/08/2013 to insure it is conducted in an ethical
and legal mannerYou may contact the IRB by mail at Indiana 8tainiversity, Office of
Sponsored Programs, Terre Haute, IN 47809, by phone at (81:8P237 or byemailat
irb@indstate.edu
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APPENDIXC: QUESTOINNAIREINTRODUCTION

(Name redacted)rovided me your contact information and senearailnotice sepataly to
provide a heads up that participating in this survey was approved through your corporate
management.

You are receiving thismailas a request for help in gathering information on technology
applications and warehousing practices of wholesalkgilolition companies that recruit students

from East Carolina University's (ECU) Industrial Distribution and Logistics progtaam

reaching out to all companies that have a relationship with ECU in order to conduct research as a
PhD candidate to comp&my dissertation and also develop information to help improve the
quality of educatiomeliveredto ourstudents.

The link below will take you to an dine survey that will take about 10 minutes to compléte.
will ask for norncommercial / nofproprietary data for your branch operation regarding the
utilization and impact of technology within our industry.

Even though your management team has approved the survey, your participation is voluntary and
nobody will know if you do not complete thign addition, responses will not be identified with

you or your company; only the Institutional Review Bo@dRB) at Indiana State University

(ISU) may inspect the individual datarecordéot e t hat the | RBO0s rol e i
conducted iran ethical and legal mannéf.you have any questions or concerns about

participating in this study, please contact me at (252)1086 or atingoliam@ecu.edu

Sincerely,

Mark Angolia, Instructor (and PhD student)
East Carolina University, DepartmesftTechnology Systems

If you have any questions about your rights as a participant, you may contact the ISU IRB by
mail at Indiana State University, Office of Sponsored Programs, Terre Haute, IN 47809, by
phone at (812237-8217, or byemailatirb@instite.edu This study (IRB # 476528) was
reviewed by the ISU IRB on 608-213.

Follow this link to the Survey:
(links expired / deleted)

Or copy and paste the URL below into your internet browser:
(links expired / deleted)

Follow the link to opt out ofuture emails:
(links expired / deleted)
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