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ABSTRACT 

 Maintaining the security of information contained within computer systems poses 

challenges for users and administrators. Attacks on information systems continue to rise. 

Specifically, attacks that target user authentication are increasingly popular. These attacks are 

based on the common perception that traditional alphanumeric passwords are weak and 

susceptible to attack. As a result of attacks targeting alphanumeric passwords, different 

authentication methods have been proposed. Nonetheless, traditional alphanumeric-based 

passwords remain the most common form of user authentication and are expected to remain so 

for the foreseeable future. 

 This study provided empirical data to determine if the entropy of user-selected passwords 

was affected by the use of password management software. This research also provided data to 

determine if efforts to increase user-awareness of password strength affected the selection of 

passwords. The research results revealed that the use of a password management application 

resulted in an increase in average password entropy, but at a level that was not significant. The 

research results also indicated that the use of a password management application when coupled 

with electronic secondary information awareness efforts did result in a significant increase in 

average password entropy. The research results further illustrated that the use of a password 

management application when coupled with verbal secondary information awareness efforts also 

resulted in a significant increase in average password entropy. Finally, this investigation 
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determined that the use of password management software together with electronic and verbal 

secondary information user-awareness efforts resulted in an increase in password entropy.  
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CHAPTER 1 

 

INTRODUCTION 

Overview 

The security of information contained within computer systems poses challenges for 

users and administrators. The information contained within these computer systems is being 

targeted by attackers more frequently each year; when they do strike, attackers often target users 

of an information system. 

The weakest link in an information system is considered to be the user (Kim & Bzullak, 

2008). Users in an information system have multiple deficiencies, but a primary weakness is the 

selection of weak passwords (Goldberg, Hagman, & Sazawal, 2002). Although alternatives to 

alphanumeric passwords exist (Sasse, Brostoff, & Weirich, 2001), text-based passwords remain 

the most prevalent form of user authentication (Chiasson & Biddle, 2007). Consequently, the 

number of attacks on information systems continues to rise (PricewaterhouseCoopers, 2010). 

The rise in attacks on information systems is considered to be the cause of the increase in data 

breaches experienced by organizations. The subsequent costs of data breaches to organizations 

also continue to escalate. The average cost of a data breach in 2008 was $202 per exposed 

record. This represented a marginal increase of 2.5% from $197 per exposed record in 2007. The 

2008 data breach cost represented an 11% increase from 2006 ($182 per record), and a 46% 

increase since 2005 ($138 per record). The average total cost was in excess of $6.6 million per 
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breach, which represented an increase over 2007 ($6,355,132), 2006 ($4,789,637), and 2005 

($4,541,429). As a result of these breaches, 53% of corporate victims have implemented 

preventative measures such as training and awareness programs, and 40% launched identity and 

access management solutions.(2008 Annual study: Cost of a Data Breach, 2008). 

The cost of data breaches continues to rise as the information system user continues to be the 

weakest link. The probability that a brute force attack is successful is directly affected by the 

complexity of the password used to access the information system (Shay & Bertino, 2009). The 

complexity of the password selected by a user is affected by various factors, including 

memorability and ease of use. As the number of passwords a user needs increases, the 

complexity of these passwords decrease due to memorability factors. However, Chiasson and 

Biddle (2007) state that password management software can result in an increase in usability and 

security since users are only responsible for one password. Furthermore, Kuo, Romanosky, & 

Cranor (2006) state that awareness efforts affect user behavior. Users who have a greater 

awareness of how to create a strong passwords use this information when creating their 

passwords. Therefore, as users implement additional methodologies to create their passwords, 

these methodologies are expected to have a positive effect on the entropy of the user-selected 

passwords. This positive effect is expected to assist organizations limit the total number of data 

breaches annually as well as decrease the expense of data breaches. 

The goals of this chapter are to formulate the problem of data security as it relates to 

abating data breaches, identify the purpose of the study, and to account for its need. This chapter 

will also define key terms and describe the methodology that was employed in the study. 
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Statement of the problem 

The most common form of user authentication is the password. Even though they are 

widely used, passwords represent a major challenge to information security. Some hurdles 

include memorability and lack of entropy, which is the amount of randomness associated with 

information. A password lacking entropy may be defined as an easily guessed password since the 

password is not random in nature. 

The problem addressed by this study was to determine if individuals could employ 

certain methodologies in order to generate passwords that contain a higher entropy level than 

when those methodologies are not utilized. More specifically, this study determined if the use of 

a password management application resulted in an increase in the entropy of user-selected 

passwords. This study also determined if the entropy of user-selected passwords was increased 

by awareness efforts when combined with a password management application. 

Strong passwords are increasingly more important as use of the Internet and other 

networks continues to grow (Henry, 2007). Passwords help prevent a breach of data the user is 

accessing on particular information system. In order for passwords to be resistant to attack, users 

must select passwords with high entropy. However, evidence shows that users do not select such 

passwords. This lack of entropy has been identified as a problem with user-selected passwords 

(St. Clair, Johansen, Enck, Traynor, McDaniel, & Jaeger, 2006). Lack of entropy in passwords is 

a result of memory limitations, primarily the ability to recall information. Miller (1956) 

determined that human memory is constrained to around seven plus or minus two items. Though 

these constraints exist, computer system users today are required to use an increasing number of 

passwords (Chiasson & Biddle, 2007). A recent study by Florencio and Herley (2007b) found 

that users have approximately 25 accounts that require passwords. In order to compensate for 
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having this high number of passwords, users generally perform one or two actions. They will 

either use the same password across different systems to help them remember (Chiasson, Forget, 

Biddle, & van Oorschot, 2006), or will select passwords that are easy to remember (Gaw & 

Felton, 2006). 

Since user authentication is so vital to an information system, it has been studied by a 

number of researchers. Thorpe (2008) determined that even non-text based authentication 

schemes result in low entropy. These authentication schemes included graphical passwords. 

Chiasson and Biddle (2007) conducted studies related to password managers and graphical 

passwords. Another study found password problems were related to the number of passwords a 

user must remember, the number of systems requiring passwords, and the complexity of the 

passwords (Carstens, McCauley-Bell, Malone, & DeMara, 2004). Thorpe (2008), Chiasson and 

Biddle (2007), and Carstens, et al. (2004) all make recommendations for further research into 

increasing the entropy of user-selected passwords.  

Purpose of the Study 

The purpose of this study was intended to answer research questions regarding the way 

individuals within an organization, and thus the organization itself, can implement 

methodologies to create passwords that are higher in entropy and are therefore more resistant to 

attack. This research served to provide users, employers, and security administrators with tactics 

to increase the entropy of user-selected passwords.  

This research specifically tested whether the use of particular password management 

techniques may be used to harden user-selected password strength. The research questions 

investigated as a part of this study were: 
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1. Do users who employ a password management application create passwords that 

are more difficult to decrypt than users that do not use such an application? 

2. Do users who are provided information security material in addition to the use of 

a password management application create passwords that are more difficult to 

decrypt than users that do not receive such information or use such an 

application?  

Need for the Study 

Predictable passwords are often selected by a user (Chiasson et al., 2007). In addition to 

predictable passwords, users select passwords that contain low entropy. The need for this 

research was to determine the influence that password management tactics have on the entropy 

of user-selected passwords.  

Hypotheses 

This study sought to determine if the use of password management techniques result in an 

average increase in password entropy by testing four hypotheses. 

H01 - The average password entropy of participants who use a password management 

application will not exceed the average password entropy of participants who do not use a 

password management application.  

H11 - The average password entropy of participants who use a password management 

application will exceed the average password entropy of participants who do not use a password 

management application.  

 H02 - The average password entropy of participants who use a password management 

application and receive verbal secondary information will not exceed the average password 
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entropy of participants who do not use a password management application or receive verbal 

secondary information. 

 H12 - The average password entropy of participants who use a password management 

application and receive verbal secondary information will exceed the average password entropy 

of participants who do not use a password management application or receive verbal secondary 

information. 

H03 - The average password entropy of participants who use a password management 

application and receive electronic secondary information will not exceed the average password 

entropy of participants who do not use a password management application or receive electronic 

secondary information. 

H13 - The average password entropy of participants who use a password management 

application and receive electronic secondary information will exceed the average password 

entropy of participants who do not use a password management application or receive electronic 

secondary information. 

H04 - The average password entropy of participants who use a password management 

application, receive verbal secondary information, and receive electronic secondary information 

will not exceed the average password entropy of participants who do not use a password 

management application, receive verbal secondary information, or  receive electronic secondary 

information. 

H14 - The average password entropy of participants who use a password management 

application, receive verbal secondary information, and receive electronic secondary information 

will exceed the average password entropy of participants who do not use a password 
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management application, receive verbal secondary information, or  receive electronic secondary 

information. 

Assumptions 

The following assumptions were made in this research: 

1. Any potential bias was minimized by the random selection of participants. 

2. The interaction between the researcher and participants was similar and consistent. 

3. The time-limited nature of this research will not affect the long-term implications of 

password management utilization. 

4. The participants possessed similar knowledge regarding password selection. 

5. The participant’s primary language did not affect their ability to participate in this study.   

6. The participants realized no financial or grade benefit as a result of participating in this 

study. 

Limitations 

The following limitations were made in this research: 

1. Study participants were limited to undergraduate students enrolled in one computer 

course: CIS 110, "Introduction to Computers," at multiple community colleges in North 

Carolina. 

2. The study was limited to the use of Keepass, an open-source password management 

application. 

3. The study was not longitudinal in nature but assessed the state of participant ability at the 

date of data collection. 
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Methodology 

 The methodology used in this study enabled the researcher to measure the average 

entropy of user-selected passwords. A 'posttest-only' control group design was utilized. This 

research study consisted of four steps: 

 Subject were identified to participate in the study; 

 The subjects were randomly assigned into a treatment group or the non-treatment 

group; 

 The treatments were administered to all groups; 

 The data were analyzed. 

There were a total of four treatment groups and one control group in this study. 

 All subjects participating in this study established passwords to access seven different 

websites and completed a quiz that was consistent across all groups. The first treatment group 

only used the password management application and completed the quiz prior to the creation of 

all seven of their passwords. The data resulting from the treatment of this group allowed the 

researcher to reject or fail to reject null hypothesis H01. The second treatment group used the 

password management application and received verbal secondary information. The second 

treatment group completed the quiz after receiving verbal secondary information but before 

creating all seven of their passwords. The data resulting from the treatment of this group allowed 

the researcher to reject or fail to reject null hypothesis H02. The third treatment group used the 

password management application and received electronic secondary information. The third 

treatment group completed the quiz after receiving electronic secondary information but before 

creating all seven of their passwords. The data resulting from the treatment of this group allowed 

the researcher to reject or fail to reject null hypothesis H03. The fourth treatment group used the 
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password management application and received electronic secondary information and verbal 

secondary information. The fourth treatment group completed the quiz after receiving the 

electronic secondary information and the verbal secondary information but before creating all 

seven of their passwords. The data resulting from the treatment of this group allowed the 

researcher to reject or fail to reject null hypothesis H04. The control group neither utilized a 

password management application nor received electronic secondary training or verbal 

secondary training. The control group completed the quiz before creating all seven of their 

passwords. Once the participants established their passwords, the researcher recorded and saved 

these on a remote server. The researcher, using the standard established by the National Institute 

of Standards and Technology, then calculated the entropy of the passwords. 

Terminology 

For the purposes of this research, the following definitions apply: 

 Bit: The smallest unit of information on a computer. The term bit is also called a binary 

digit (Evans, Martin, & Poatsy, 2007).  

 Entropy: The measure of uncertainty that an attacker faces when attempting to determine 

the value of a secret. Entropy was first introduced by Shannon (1949). Shannon's paper provided 

the foundation for information theory and represents the degree of randomness associated with 

information. Entropy is typically expressed in bits (NIST Special Publication 800-63, 2006). 

 Password management application: Software designed to allow users to use strong 

passwords (Chiasson, van Oorschot, & Biddle, 2006). 

 KeePass: An open-source password management application. 

 Key logger: A software application or hardware device that records each keystroke made 

using a specific computer.  



10 

 

 Secondary information: Data or information that has been gathered by other individuals 

or agencies (Crawford, 1997). 
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CHAPTER 2 

 

REVIEW OF RELATED LITERATURE AND RESEARCH 

Overview 

 Information security continues to be a problem for computer users and organizations. 

Information security has been defined as the confidential access to accurate information by those 

who need it (Carstens et al., 2004) and is an ever-increasing problem because the number of 

attacks on information systems continues to climb. Carnegie Mellon's Computer Emergency 

Response Team has shown that the number of computer security incidents has increased from six 

in 1988 to 137,529 in 2003 (Carstens et al., 2004). In addition, over 220 million data breaches 

occurred between January 10, 2005 and March 24, 2008. Approximately 160 million of these 

involved hacking (Garrison, 2008). Many of these attacks are the result of a weak link in 

information security. 

 Users of information systems are considered to be the weakest link in information 

security (Kim &Bzullak, 2008) for a variety of reasons. The first is negligence, which causes 

computer systems to suffer (Dhamija & Perrig, 2000). A second reason is that users have 

memory limitations (Forget, Chiasson, & Biddle, 2007). A third reason users are a weak link is 

because users select predictable passwords (Goldberg, Hagman, &Sazawal, 2002). Attacks on 

information systems therefore continue to grow.  



12 

 

A Brief History of Information Security 

 Information security efforts from the 1960's to the mid- 1980's were concentrated on 

single computer systems. These computer systems were mostly mainframe computers and 

minicomputers (Canavan, 2001). Initially, these computer systems were not connected to a 

network. Instead of communicating with the computer systems via a network, users employed 

terminals for access. The computers were not available for public use; rather, they were 

accessible only to trained technicians (Bosworth & Jacobson, 2002).  

 In 1969, the first major computer network was introduced. This system, the Advanced 

Research Projects Agency Network (ARPANET), was sponsored by the Department of Defense. 

It connected research computers at the University of California at Los Angeles, the University of 

California at Santa Barbara, the Stanford Research Institute, and the University of Utah. This 

network would ultimately be the predecessor to the Internet (Bosworth & Jacobson, 2002). 

 In 1970, the earliest documented attack on a computer network was released. The 

Creeper virus was unleashed onto the ARPANET by an unnamed person (Elliott, Young, 

Collins, Frawley, & Temares, 1991). The Creeper virus spread harmlessly from one computer to 

another through modems. The infected machine displayed the message ‘I’M THE CREEPER: 

CATCH ME IF YOU CAN’ (PricewaterhouseCoopers, 2010). 

 The development of the computer network, the introduction of personal computers, and 

the development of new applications resulted in a new age of information technology. These new 

technologies allowed computers to be linked to the outside world via computer networks. During 

this time, programs began to be executed on local computers and it became possible for the 

public to transfer data from one computer to another. Furthermore, portable devices such as 
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floppy disks began to store data and allow for the portability of that data (Bosworth & Jacobson, 

2002).  

 The first major attack on a computer network occurred in 1988 (Conklin, White, Cothren, 

Williams, & Davis, 2004). The "Internet Worm" was created by Robert Morris, Jr. Morris was a 

graduate student at Cornell University and the son of the former chief scientist at the National 

Computer Center, a branch of the National Security Agency (Rosenberg, 2004). Morris' worm 

used automated password guessing techniques to crash more than 6,200 computers in the United 

States (Zviran & Haga, 1999). Computers crashed as a result of the worm reproducing so rapidly 

that computers had no time left to do any useful work (Conklin et al., 2004). 

 Since the Morris incident, major attacks involving computer networks became more 

common. These have included attacks such as the Melissa virus, which caused an estimated $80 

million in damages. The Love Letter worm was another significant attack, which cost an 

estimated $10 million. Another example is the 2003 Slammer worm (Conklin et al., 2004). This 

worm infected over 120,000 computers within the first 24 hours of its release. It caused 

computer networks to crash and created problems with ATMs and airline flights (Conklin et al., 

2004). Other attacks continue to affect both organizations and individuals. User accounts at eBay 

fell victim to successful dictionary attacks. In these attacks, hackers broke into the accounts of 

sellers with positive ratings and set up fraudulent auctions (Pinkas & Sander, 2002). 

 The number of attacks continues to rise. According to the Privacy Rights Clearinghouse, 

over 220 million data breaches occurred between January 10, 2005 and March 24, 2008. 

Approximately 160 million of these involved hacking (Garrison, 2008). Additionally, Carnegie 

Mellon's Computer Emergency Response Team discovered that the number of computer security 

incidents increased from 6 in 1988 to 137,529 in 2003(Carstens et al., 2004).  
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 Initial attacks on computers and computer networks were the result of researchers 

learning about computers and networking. According to Ciampa (2008), however, attacks on 

information security shifted after 2001. At this time, a collective body of attackers began to 

become organized. This body of individuals included attackers and identity thieves. This 

collective body is referred to as cybercriminals and they have the attention of the United States 

government. President Barack Obama ordered a complete review of the United States' policies 

and structures regarding security in cyberspace shortly after assuming office. As a result of this 

review (Cyberspace Policy Review), the United States government has developed action plans 

that outline how the country will handle cyberterrorism (Executive Office of the President, 

2009). A United States Senator has aptly said, “We live in a world where a terrorist can do as 

much damage with a keyboard and a modem as with a gun or a bomb” (Crowley, 2003). 

Attack Costs 

The human error aspect of information security can have a negative impact on business 

(Carstens et al., 2004).The resulting costs of these errors continue to escalate. The 2008 average 

cost of a data breach was $202 per exposed record. This represented a marginal increase of 2.5% 

from 2007, which was $197 per exposed record. The 2008 data breach cost represented an 11% 

increase from 2006 ($182 per record) and a 46% increase since 2005 ($138 per record). The 

average total cost was in excess of $6.6 million per breach which represented an increase over 

2007 ($6,355,132), 2006 ($4,789,637), and 2005 ($4,541,429), respectively (2008 Annual study: 

Cost of a Data Breach, 2008). Costs associated with unauthorized access to information 

increased from $51,545 in 2004 to $303,234 in 2005(2005 CSI/FBI Computer Crime and 

Security Survey, 2005). The average loss was $288,618, up from $167,713 in 2006 (2008 
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CSI/FBI Computer Crime and Security Survey, 2008). Financial fraud accounted for the most 

expensive computer security incident in 2008. The average cost was $500,000.  

Types of Attacks 

The information contained within computer systems continues to be the target of attacks. 

This may be because information security has thus far been treated solely as a technical problem 

and has ignored the human element (Wiedenbeck, Waters, Birget, Brodskiy, & Memon, 2005). 

Attacks are often the result of human negligence. Carstens et al. (2004) found that indirect or 

direct user action accounted for 70% of security breaches at businesses. Another study found that 

more than 88% of data breaches were the result of insider negligence (2008 Annual study: Cost 

of a Data Breach, 2008). Passwords are often the target of attacks and password issues pose a 

significant risk factor to an information system. The significance of this problem is magnified 

since passwords are the most common type of user authentication for the majority of users and 

organizations (Carstens et al., 2004). Kuo, Romanosky, &Cranor (2006) found that passwords 

are generally compromised in several ways: 

 Guessing the password based on knowledge of the user; 

 Social engineering; 

 Shoulder surfing; 

 Using cracking software, such as John the Ripper. 

Yan (2001) states that when a password is cracked by a hacker, one of two methods may be used. 

The first method is a dictionary attack, which tries a list of words and other weak passwords. The 

second method is a brute-force attack to analyze the entire key space.  
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A brute-force attack is a method that attackers may employ to identify the password of a 

user and consists of performing an exhaustive trial-and-error search of possible passwords 

(Network dictionary).  

Brute-force attacks are used with varying degrees of success. Attackers are successful in 

part because default passwords are still being used. Systems are still vulnerable to brute-force 

and dictionary attacks (SANS Top-20 2007 Security Risks, 2007). The success of a brute-force 

attack depends on the entropy of the password being attacked. Florencio, Herley, and Coskun 

(2007a) stated that it is "common to assume that stronger passwords help against guessing and 

brute-force attacks.” A number of studies have been conducted in an attempt to determine how 

vulnerable passwords are against brute-force attacks. Klein (1990) reported being able to crack 

approximately 25% of passwords using brute force. Belgers (1993) analyzed 521 passwords and 

was able to breach 11.1% in 25 hours. Windows alphanumeric passwords have been cracked in 

less than 14 seconds (Wagner, 2003). When conducting an analysis of conference attendee 

passwords, Garrison (2008) found that almost half of the passwords could be cracked in less than 

one week. Examples of password cracking times are found in Table 1 (Wakefield, 2004). Held 

and Bowers (2001) provide the following algorithm in order to estimate how long a password 

can withstand an attack: 

T   = m
n
/2 * i * 1/MIPS where: 

T   = Amount of time in seconds it takes to crack the password 

m
n
 = address space of password 

i = number of instructions in the cracking algorithm 

MIPS = Machine speed of the machine executing the algorithm 

A password that consists of a combination of seven upper- and lowercase letters and numbers 0 – 

9 is used as an example. This password has an available password space of 62
7
 units. The 

example extrapolated is: 
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T   = 1,760,807,303,104 passwords * 100 instructions/password *  1second/500,000,000 

instructions = 352,161 seconds 

  = 5,869 minutes = 4.08 days 

 

As seen in the algorithm, the time it takes to crack a password depends on three variables: The 

password itself, the cracking algorithm application, and the computer speed. As computational 

speed increases rapidly, the amount of time it takes to crack a password will decrease.  

 

Table 1 

Sample Password Cracking Times  

 

Number of 

Characters 

 

Possible Combinations 

 

Person Attempt Time 

 

Computer Attempt Time 

 

1 

 

36 

 

6 minutes 

 

0.000036 second 

 

2 

 

1,300 

 

4 hours 

 

0.00130 second 

 

3 

 

47,000 

 

6 days 

 

0.04 second 

 

4 

 

1,700,000 

 

6 months 

 

2 seconds 

 

5 

 

60,000,000 

 

  20 years 

 

   60 seconds 

 

10 

 

3,700,000,000,000 

 

> 999 million years 

 

   118 years 

 

 One example of a brute-force attack is a dictionary attack. A dictionary attack is a method 

in which an attacker systematically searches for the correct password by using words in a 

collective list, such as a dictionary (Shirey, 2000). A dictionary attack method reduces the total 

password space by making assumptions about how the user selected his password (Yee & 

Sitaker, 2006). 
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These types of attacks are used with some success. Klein (1990) concluded that 25% of 

all passwords are vulnerable to a small dictionary attack. Attackers know that weak passwords 

may be broken via a dictionary attack or by some knowledge of the user (Wiedenbeck et al., 

2005). Attackers attempting to guess a password will "try the most likely chosen passwords first” 

(Burr, Dodson, & Polk, 2006). One reason dictionary attacks are successful is the wide scope of 

the search list. Dictionaries used in password cracking software are available in multiple 

languages (Kuo et al., 2006). 

There are a variety of brute-force cracking applications available. "Crack" is a popular 

password cracking software (Yan, 2001). "John the Ripper" is an open source password cracking 

application (Openwall Project). Cain and Abel is a Windows password recovery application 

(Oxid, n.d.).  

Additional attacks on information systems include shoulder surfing, phishing, social 

engineering, and keyboard emanations. Many successful attacks are executed by means of social 

engineering techniques. This technique is defined as "psychological manipulation or other non-

technical means to detect information" (Henry, 2007). Hackers use these techniques to obtain 

passwords because they understand the weakest link in information security is the human factor 

(Adams & Sasse, 1999). Shoulder surfing is considered a form of social engineering. This occurs 

when a person looks over a user's shoulder when the user is entering their password (Henry, 

2007; Kyas, 1997). Shoulder surfing is a significant threat even though most people understand 

that they should not type their password when someone is watching (Florencio et al., 2007a). 

Keyboard emanations are another form of attack, albeit uncommon. Asonov and Agrawal (2004) 

were able to show that computers are vulnerable to attacks based on the sound of key input. 

Asonov and Agrawal's study was followed by a study conducted by Zhuang, Zhou, and Tygar 
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(2005). This groups study was done by recording a 10-minute session of a user working on a 

computer. The researchers were able to recover up to 96% of the typed characters. Their 

conclusion was that passwords are recoverable using keyboard emanations.  

Phishing is another form of attack. Phishing is a social engineering technique used to 

commit fraud. According to Henry (2007), a phishing attack is carried out by an attacker acting 

as a trustworthy source. According to Ciampa (2008), the act of phishing is executed in two 

ways. The first method is the social engineering method, in which an attacker sends an e-mail in 

an attempt to fool the user into giving personal information, which could include passwords. The 

second method is utilization of technology to steal personal information. For example, software 

applications such as key loggers are often used (Ciampa, 2008). 

Types of Authentication 

 Authentication mechanisms are the means by which how users prove their identity to the 

computer system. Authentication may also be defined as determining whether a person should or 

should not have access to a system (Wiedenbeck et al., 2005). Characteristics of authentication 

mechanisms should include being available to the user, being robust and reliable, being user 

friendly, and having a low cost to implement and operate (Pinkas & Sander, 2002). The methods 

of authenticating a user may be categorized in different forms. These include knowledge-based 

systems, token-based systems, and systems based on biometrics (Dhamija & Perrig, 2000). Also, 

authentication techniques for users include what the user knows, what the user possesses, and 

"what the user is" (Brostoff & Sasse, 2000).  

 Text-based passwords are presently the most common form of user authentication 

(Chiasson & Biddle, 2007). However, alternatives to text-based passwords do exist (Sasse, 

Brostoff, & Weirich, 2001), or have been suggested (Renaud, 2005). Others are being researched 
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(Chiasson & Biddle, 2007) and include biometrics, hardware tokens, and graphical 

authentication (Mulligan & Elbirt, 2005). Other authentication tools include single sign-on, one-

time use passwords, and recognition-based passwords. In some cases, federal regulations 

necessitate investigating alternative authentication methods. As a result of the Health Insurance 

Portability and Accounting Act of 1996 (HIPAA), IT managers are investigating alternative 

methods of authentication such as smart cards and biometrics (Heckle & Lutters, 2007).  

 Another approach to authenticating users is by using biometrics. Biometric authentication 

systems have been investigated as an alternative to text-based passwords (Kim & Bzullak, 2008; 

Narayanan & Shmatikov, 2005). Biometric authentication uses a physical or behavioral 

characteristic to identify a user. This can be fingerprints, signatures, or voice (Brostoff & Sasse, 

2000).According to the 2008 CSI/FBI Computer Crime and Security Survey, 23% of surveyed 

organizations are using biometrics as one method of user authentication (2008 Annual study: 

Cost of a Data Breach, 2008). 

 Biometric authentication is not without its downside. One drawback is that the users 

cannot easily be changed. Therefore, the biometric identifier needs to be well protected. Another 

drawback of a biometric system is that analog copies of a biometric can be stolen and replicated. 

For example, a fingerprint that was left behind by an authenticated user may be stolen by an 

attacker and used to gain access to the system (Brostoff & Sasse, 2000). Another disadvantage of 

employing biometric authentication is cost. Biometrics requires use of additional hardware, 

which can be expensive (Dhamija & Perrig, 2000). The keystroke dynamics form of biometrics 

can be a less costly option, but users resist this form because it can be used to monitor 

productivity (Brostoff & Sasse, 2000).Another drawback of biometric systems is they can be 
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"unpleasant to use” (Dhamija & Perrig, 2000). Finally, biometrics raise privacy concerns 

(Wiedenbeck et al., 2005). 

 Biometrics is a relatively secure alternative to text-based passwords. However, financial 

constraints prevent smaller businesses from implementing this solution (Kim & Bzullak, 2008). 

Bunnell, Podd, Henderson, Napier, and Kennedy-Moffat (1997) note that biometrics are usually 

expensive and most likely will not replace traditional passwords. 

 Another approach to authenticating users is that of hardware tokens. Hardware tokens 

have been investigated as an alternative to text-based passwords (Brostoff & Sasse, 2000; 

Dhamija & Perrig, 2000). Token-based authentication uses a physical device to authenticate a 

user of a computer system. An advantage of doing this is the difficulty of cloning the device 

(Brostoff & Sasse, 2000). Such devices include smart cards or a USB token. According to the 

2008 CSI/FBI Computer Crime and Security Survey, 36% of surveyed organizations are using 

smart-cards or other hardware tokens as a form of user authentication (2008 Annual study: Cost 

of a Data Breach, 2008). 

 The use of hardware tokens creates some challenges. One weakness of such 

authentication systems is that tokens require additional hardware, which can be expensive 

because a token reader must be present at each location from which the user needs to be 

authenticated (Brostoff & Sasse, 2000). A second drawback is that such systems also need 

knowledge-based authentication since the token can be lost by the user (Wiedenbeck et al., 

2005). A third weakness is that possession of a token does not prove identity (Brostoff & Sasse, 

2000).  

 One-time passwords are a variation of hardware token authentication systems and are 

commonly used in conjunction with them. The token creates a new password at fixed time 
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intervals and is synchronized with a server generating the same new password at the same time 

interval. A one-time password has the advantage of providing security in the event the password 

becomes compromised. The compromised password will work only once, after which the system 

generates a new random password which renders the previous one obsolete (Summers & 

Bosworth, 2004). In addition, one-time password authentication systems provide greater security 

than traditional text-based passwords (Florencio et al., 2007b). 

 One-time passwords are not, however, without drawbacks. One weakness is that users 

must keep the token with them when they need to be authenticated on computer systems 

(Summers & Bosworth, 2004). There is also the additional cost associated with one-time 

passwords as a result of extra hardware and software as well as changes in infrastructure (Bigler, 

2004).   

 Due to the problems associated with hardware tokens, their use is a not yet a viable 

alternative to text-based passwords (Florencio et al., 2007b). Instead, hardware tokens are being 

implemented as a complementary solution to text-based passwords (Brostoff & Sasse, 2000; 

Dhamija & Perrig, 2000).   

 Single sign-on is another method of authenticating users to a computer system. The use 

of single sign-on has been investigated as an alternative to text-based passwords (Sasse et al., 

2001; see also Heckle & Lutters, 2007). A single sign-on authentication system allows a user to 

gain access to multiple systems while logging in just once. An advantage of using single sign-on 

is that it reduces the number of passwords a user must remember for multiple systems. This 

approach to authentication is gaining popularity and seems to be emerging as the solution of 

choice in certain industries because of HIPAA guidelines (Bigler, 2004; Heckle & Lutters, 2007, 

Kim & Bzullak, 2008). 
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 Single sign-on systems do pose challenges. One is cost (Sasse et al., 2001). The cost 

associated with single sign-on is the result of added hardware, extra software, and changes in 

infrastructure (Bigler, 2004).  Another drawback of single sign-on is that some systems will not 

support it (Bigler, 2004). Heckle & Lutters (2007) conducted a study on single sign-on systems. 

Based on their work, these researchers found that users express concerns over the use of single 

sign-on. Single sign-on systems are a viable authentication system, but their implementation cost 

is a barrier for small businesses.  

 Graphical passwords are another technique of authenticating users and have been 

investigated as an alternative to text-based passwords (Gaw & Felton, 2006; Narayanan & 

Shmatikov, 2005). Graphical passwords have been researched in an attempt to make 

authentication more secure (Wiedenbeck et al., 2005). PassPoints is one graphical password 

scheme that has garnered research attention. Using PassPoints requires users to click on a 

number of points on a single background image. Research has shown, however, that PassPoints 

passwords are not more secure than the text-based ones they were intended to replace (Thorpe & 

van Oorschot, 2007). 

Déjà Vu is another graphical password scheme that has been studied. Dhamija and Perrig 

(2000) proposed a recognition-based authentication system that allows users to be authenticated 

by recognizing images. The person first creates an image portfolio consisting of p images. The 

system then presents the user with a challenge set of n images. In order to be authenticated to the 

system, the user must correctly identify which images are part of their portfolio. Deja Vu 

therefore has three phases: creation of portfolios, user training, and user authentication. Their 

study concluded that the image portfolio took longer to create than passwords and the time 

required to login was also longer than for text-based passwords. 
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Another graphical password system that has been developed is Passdoodles. Goldberg et 

al. (2002) studied Passdoodles. Passdoodles are handwritten designs or text and are typically 

drawn using a stylus on a touch screen. The study asked users to create a passdoodle and an 

alphanumeric password. The alphanumeric passwords were at least six characters long. Users 

were then asked to create alphanumeric passwords that were not found in the dictionary. The 

researchers found that users were able to recall the alphanumeric passwords more accurately than 

passdoodles. 

Passfaces is another graphical authentication system that has been proposed. This 

authentication system allows users to select four faces from a grid. The faces selected become 

the user's authentication method. Based on a study conducted by Brostoff and Sasse (2000), 

Passfaces took longer to execute than passwords. In addition, users logging in via passfaces 

started work later than those who used passwords and logged into the system less often. 

PassPoints is still another graphical password scheme. This graphical system 

authenticates by multiple clicks on a single image. Users select where on the image they want to 

click for their password. After the user clicks a point on the image, the PassPoints system 

develops a tolerance around the click point. When authenticating, the user must click within the 

tolerance region. The size of the tolerance region may vary, but is not recommended to exceed 2 

- 5 millimeters. The PassPoints can create a "very large password space." If a user selects five 

click points on an image 330 * 260 mm
2
, the system yields 590 

5 
= 7.15 * 10

13
 memorable 

passwords. With six click points, the system yields 4.22 * 10
16

 memorable passwords. Other 

recognition-based systems would require 14 or 15 rounds in order to provide a password space 

equal to that of PassPoints. The results of the authors study indicate that users remembered the 

image presented, but had trouble recalling where they clicked (Wiedenbeck et al., 2005). 
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There are graphical password alternatives to text-based ones, though studies show they 

have problems similar to text-based passwords. In addition to the problems cited above, some 

graphical password alternatives have disadvantages due to their increased use of bandwidth 

(Sasse, et al., 2001). Further, widespread adoption of graphical passwords would require 

significant changes in user behavior. Users would need training about how to make effective use 

of graphical passwords and service providers may be reluctant to implement a new technology 

(Pinkas & Sander, 2002). Finally, a drawback to image-based authentication is the limit to the 

number of images that may be displayed during the authentication process. Wiedenbeck et al. 

(2005) write, "To obtain security similar to that of 8-character alphanumeric password (over an 

alphabet of 64 characters), 15 or 16 rounds with 9 faces each would be required. This could 

make the login process slow and tedious. Also, using faces as the images has been shown to lead 

to passwords with very low entropy because people choose faces in predictable ways." Based on 

these results, graphical passwords are not expected to replace traditional text-based passwords as 

a primary authentication mechanism. 

Mnemonic passwords are another method of authenticating users to a computer system. 

Mnemonic passwords have been researched as a possible alternative to traditional text-based 

passwords. These are passwords selected by using a character from each word in a memorable 

phrase. The first character of each word in the phrase is often selected (Kuo et al., 2006). 

Mnemonic passwords are thought to be stronger than traditional text-based passwords for three 

reasons: (1) mnemonic passwords do not appear in the dictionary, (2) users may have a mix of 

different character classes and, (3) the space of possible phrases is almost infinite (Kuo et al., 

2006). Kuo et al. (2006) conducted a study on mnemonic passwords and concluded that 

mnemonic passwords are not as strong as first thought. The mnemonic passwords did not 
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incorporate more character classes (upper- and lower-case) than the control group. The password 

length was roughly the same. Based on these results, mnemonic passwords are not expected to 

replace traditional text-based passwords.  

 The most common way to authenticate users currently is the alphanumeric password 

(Chiasson & Biddle, 2007; Kim & Bzullak, 2008). Alphanumeric passwords use information that 

the users know to prove their identity to the computer (Brostoff & Sasse, 2000). Such passwords 

are still used by 80 - 95% of businesses to protect their information systems (Armstrong, 2003). 

This type of password is required by email providers, banks, dating, and social networking sites 

(Florencio et al., 2007b). More secure authentication mechanisms, such as smart cards and public 

key cryptography, have been proposed, but none have become widely used (Pinkas & Sander, 

2002). Alternatives are expensive to implement; passwords are still common because they are 

cheap and simple (Mulligan & Elbirt, 2005). 

 Even though they are the most widespread form of authentication, alphanumeric 

passwords have limitations. A primary weakness of a knowledge-based authentication system is 

that it requires a precise recollection of some piece of information. If a user makes the slightest 

mistake when entering the secret, she is not authenticated to the computer system (Dhamija & 

Perrig, 2000).Furthermore, Bunnell et al. (1997) state, "unless passwords are easy to remember, 

difficult to guess, and frequently changed, they will not reach their full potential as a security 

technique.” Another negative aspect of alphanumeric passwords is that a weak password could 

result in a compromised computer system resulting in identity theft, data loss, or a large financial 

loss (Spafford, 1992). 

Users of computer systems are a hindrance to a secure authentication process. This is due 

to the methods by which users select their passwords. The length of passwords selected by users 



27 

 

varies greatly, as does their composition. Furthermore, passwords are selected based on items or 

people that are familiar to users. This could be their own names, family names, phone numbers, 

or favorite movies (Dhamija & Perrig, 2000). 

Alphanumeric passwords have been the subject of a variety of research studies. 

Specifically, these studies have attempted to determine the content of user-selected passwords. In 

one study, CentralNic (2001) surveyed 1200 people and determined that user-selected passwords 

can be divided into one of four categories based on their way of selecting passwords. The first 

category is the family group. These users select passwords from the names of family. This group 

represented 47.5% of the population studied. The second category is the fan group who select 

passwords based on the names of sports stars or other famous people. The fan group represented 

32% of the population. The third group is the fantasists who select passwords based self-

obsession. They represented 11% of the population. The last category of users is the cryptics 

group. These users select passwords that include upper- and lower-case letters, numbers, and 

punctuation. This group represented just 9.5% of the population (CentralNic, 2001). 

Other studies reinforce CentralNic's finding that users base their passwords on their 

names. Harada & Kuroki (1996) found that 42% of respondents used their names in their 

passwords. In another study, Wu (1999) found that 283 out of 2045 passwords studied were 

based on the username or some derivation of the person's name. Brown, Bracken, Zoccoli, and 

Douglas (2004) completed a study in which 218 users participated. Their results indicated that 

92.7% of participants used their name in the password. A relative's name was used in the 

password 27.7% of the time. A pet's name was used in 15.5% of the cases. They also discovered 

that 45% of participants used their name for at least one password. 
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When users do not use their name in the selected password, they often use words found in 

the dictionary. Riddle, Miron, and Semo (1989) found that 44% of a sample of 7000 passwords 

was English words. This is consistent with Morris and Thompson's (1979) finding that 

passwords were very weak because they were easily found in a dictionary. Morris and Thompson 

(1979) analyzed 3289 passwords and found that 86% of the passwords were words in the English 

dictionary, reverse spellings of words in the dictionary, first or last names, street names, cities, 

Social Security numbers or telephone numbers, making them very weak.  

The literature attests to the fact that users select a password that includes their name. In 

addition to using their names as passwords, users tend to select passwords that are short. 

DeAlvare (1998) states that users select passwords having as few characters as possible. Weak 

passwords are created by using only lowercase letters only, passwords being too short, using 

only digits, or being easily found in a dictionary. Wu (1999) conducted a study of over 25,000 

users and found that 26% of passwords used at least one digit and four percent of passwords used 

at least one non-alphanumeric symbol. Wu's data about the number of characters in a password 

is: 

 Two characters: 0.1%; 

 Three characters: 0.6%; 

 Four characters: 3.8%; 

 Five characters: 7%; 

 Six characters: 11%; 

 Seven characters: 8%; 

 Eight characters: 54%; 

 Nine characters: 8%; 

 Ten characters: 4.5%. 
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Approximately 88% of the passwords were therefore eight characters or less (Wu, 1999). Morris 

and Thompson’s (1979) study complemented Wu's finding. In their study listed above, they 

found that 15 passwords were only a single American Standard Code for Information 

Interchange (ASCII) character long; 72 passwords were strings of just two ASCII characters; 464 

were three ASCII characters; 477 passwords were four alphanumeric characters long; 706 

passwords were five characters; 605 had six characters. Of all passwords included in the study, 

86% had six or fewer characters. In another study, Riley (2006) found that the average number of 

characters used in a password was 6.84. Sixty-three percent of users recognized they should use 

seven or more characters in their password, but only 35.5% do so. Another study showed that 

60% of respondents use fewer than eight characters (Harada & Kuroki, 1996). Riddle et al. 

(1989) also found that passwords were too short; 61% of them were only four characters. 

Dhamija and Perrig (2000) found an average password length to be six characters.  

 In addition to selecting passwords that are too short, users are deficient concerning the 

composition of their passwords. In Zviran and Haga's study (1999), 80.1% of users prefer to use 

alphabetic characters in their passwords. They determined that users do not use non-

alphanumeric symbols. Riley's (2006) study found that 85.7% of users employ lowercase letters 

and 56.5% use numbers or digits in their passwords. However, half the users who use numbers 

choose ones that have some personal meaning, such as a telephone number. Half of the study 

participants say they should use special characters in their password, but only 5% do so. Morris 

and Thompson (1979) found that 86% of passwords did not mix upper- and lower-case letters, 

nor did they include special characters. Wu (1999) found that only 4% of passwords used at least 

one non-alphanumeric symbol and determined that 86% of passwords could be typed without the 

shift key. The study conducted by Riddle et al. (1989) provides further support that users do not 
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mix case. They found that a combination of letters and numbers were used by just 4% of users. 

Harada and Kuroki (1996) found that 60% of respondents do not mix case, and 59% of 

respondents do not use non-letter symbols. The study conducted by CentralNic (2001) concluded 

that approximately 10% of users select passwords that include upper- and lower-case letters, 

numbers, and punctuation. Most passwords that include a mix of letter case or use numeric 

characters are composed of alphabetic characters "appended by one or two numerical 

characters"(Dhamija & Perrig, 2000).  

 Users rely upon information about which they are knowledgeable when selecting 

passwords. Thus, when creating passwords, most people use personal information (McDowell, 

Rafail, & Hernan, 2009; Wakefield, 2004). Users do not believe their personal information is 

easily retrievable (Wakefield, 2004).Morris and Thompson's (1979) study showed the fallacy of 

that view. Brown et al. (2004) support Morris and Thompson’s study. Their study concluded that 

67% of passwords were selected based on personal information. Approximately 50% of the 

passwords included names and birthdays. Furthermore, CentralNic's (2001) study concluded that 

people select passwords that represent themselves in some way. Finally, Bunnell et al. (1997) 

found that 77% of the participants created their password based on one meaningful detail - either 

a name or date.  

 The literature also reveals that users have certain attitudes towards passwords and their 

selection. First, most users will meet only the minimum requirements for password creation 

(Dhamija & Perrig, 2000). Users will ignore established guidelines for password creation. Zviran 

and Haga (1999) found that 47% of respondents did not create passwords that follow generally 

accepted guidelines. Moreover, Riley (2006) found that 52.7% of users never change their 

password when not required by the system. They also found that 33% use a variation of the same 



31 

 

password for multiple accounts. Another study concluded that users did not understand what 

constitutes a strong password. "Some users devise their own methods for creating memorable 

multiple passwords through related passwords - 50% of users employed this method"(Adams & 

Sasse, 1999). Moreover, people freely share their passwords with friends and/or family (Adams 

& Sasse, 1999; see also Dhamija & Perrig, 2000). Another user behavior is compensating for 

forgetting passwords by limiting their strength along with restricting how many passwords they 

use (Wiedenbeck et al., 2005). 

 Sasse et al. (2001) conducted a study in which they found seven issues that resulted in 

poor password selection. The first issue is identity. The researchers concluded that people who 

use strong passwords are often considered paranoid. Other users are proud that they are not 

'nerds.' The second issue pertains to socialization. They found that sharing passwords is 

considered to be a sign of trust among colleagues. The third issue is that users believe no one 

will target them. Users do not think that their protected information is important enough to be 

targeted by a hacker. The fourth issue is that users believe hackers could not do much damage 

even if their password were compromised. The next issue relates to employment. Users believe 

that someone should be able to access their account when they cannot work. The sixth issue 

relates to accountability. Users do not expect to be held accountable if a hacker breaks into their 

account. The last issue is the 'double-binds' issue. Users believe that if an information system is 

well protected, it will challenge hackers. 

 Users are not diligent about changing their passwords. Riley (2006) found that 52.7% of 

users never change their password unless they are required to do so by the system. DeAlvare 

(1998) states that once a user selects a password, they are not likely to change it until it is 
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compromised. When forced to change their passwords, most users change the password to a 

variant of the original (Dhamija & Perrig, 2000).  

Password Selection Guidelines 

 Though users follow certain patterns when selecting their passwords, guidelines do exist 

for choosing passwords that are secure. Narayanan and Shmatikov (2005) state that organizations 

often establish complex password policies. These policies generally require that passwords 

include numerals and special characters. This is done to decrease the vulnerability of passwords 

to brute-force dictionary attacks. Wagner (2003) recommended that organizations require and 

enforce strong passwords for Windows. He further recommends that organizations prohibit the 

re-use of Windows logon passwords.  

 There are additional guidelines for password selection found in the literature. First, 

passwords should not contain words that are commonly found in a dictionary (Frank & Charron, 

2002; SANS Top-20 2007 Security Risks, 2007; Wakefield, 2004). Second, passwords should 

not contain personal information (Garrison, 2008; McDowell et al., 2009). Third, secure 

passwords should consist of a mix of upper- and lower-case letters. A combination of letters, 

numbers, and symbols are recommended (Frank & Charron, 2002; Garrison, 2008; McDowell et 

al., 2009; Wakefield, 2004; Wiedenbeck et al., 2005). Yan, Blackwell, Anderson, and Grant 

(2004) also recommended that users should select passwords that contain numbers and special 

characters. They found that if these instructions are not provided, users will select their 

passwords from a limited password space that inhibits password strength. Passwords should also 

be eight or more characters long (Frank & Charron, 2002; Garrison, 2008; Wakefield, 2004; 

Wiedenbeck et al., 2005). Passwords need to be changed at regular intervals as well (Florencio et 

al., 2007b) and should not be shared with co-workers or family (Wakefield, 2004). In certain 
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cases, federal guidelines explicitly state that passwords should not be shared or written down 

(Heckle & Lutters, 2007). Other research findings corroborate the benefits of not writing down 

passwords for assistance (Florencio et al., 2007a; Wakefield, 2004).  

 Although alphanumeric passwords remain the most common form of authentication in 

use today, secure information systems designed in the future that consider what you have and 

who you are will eventually replace conventional passwords. However, the displacement of 

traditional passwords may be years away due to resistance to change. As a result, traditional 

textual passwords will continue to be used (Brown et al., 2004; Kuo et al., 2006; Pinkas & 

Sander, 2002). 

Alphanumeric Password Challenges 

Passwords as authentication mechanisms face certain challenges. Passwords are the 

weakest element in information security (Mulligan & Elbirt, 2005). More specifically, users that 

select passwords are the weakest link in information security. A password is most often cracked 

by exploiting the human aspects of the password rather than breaking the cipher (Narayanan & 

Shmatikov, 2005). Users do not generally understand authentication and do not understand what 

constitutes a strong password (Chiasson & Biddle, 2007). Additionally, they are not educated 

about challenges to information security (Adams &Sasse, 1999). Many recommendations exist 

for the creation of secure passwords. However, using password guidelines or rules do not assist 

users in recalling their passwords (Chiasson et al., 2006). Further, telling people what they 

should do, of course, has little or no positive effect (Bosworth & Kabay, 2002). This means that 

users have a tendency to circumvent procedures, which they view as complicating to their ability 

to accomplish a task. Shostack and Syverson (2004) wrote that users are concerned about 
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information security only when they see a direct threat. However, this type of risk usually 

happens only after a breach. 

 A primary concern regarding passwords is the memorability limitations of users. When 

people remember a sequence of items, those items must be in sections of familiar information. 

User memory is reliant on redundancy; users remember passwords better if they can encode it in 

multiple ways (Yan et al., 2004). The limitations of a user’s memory cause a number of flawed 

behaviors. These behaviors include selecting passwords with low entropy, re-using of passwords, 

writing down passwords, and making a conscious decision to circumvent established security 

procedures.  

 Another challenge facing text-based authentication is the number of passwords users 

must have when logging into different computer systems. Various studies have been conducted 

to determine the number of passwords per user. The research shows that the number of 

passwords required by a user is increasing (Dhamija & Perrig, 2000). That number varies 

according to the research. Brown et al.'s (2004) study of college students found an average of 

4.45 passwords with 8.18 password uses. Summers and Bosworth (2004) found that 50% of 

users had at least five passwords, and nearly one-quarter of users had more than eight passwords. 

Ives, Walsh, and Schneider (2004) found that users may use up to 15 passwords daily. Swartz 

(2006) found that 50% of users have four to seven passwords to remember. Furthermore, 17% of 

users have 8 - 10 passwords to remember. Gaw& Felton (2006) state that users had 1 - 7 unique 

passwords for 10 - 50 websites. Yet another study by Rosencrance (2003) found that over 24% 

of users have at least eight user names and passwords. Average users have more than five 

passwords. Florencio and Herley (2007) conducted a study that measured and reported the 

password habits of web users. Average users have 6.5 passwords. Another survey conducted by 
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Kim and Bzullak (2008) found an average of six passwords per user. One user had 30 passwords 

for work. Riley (2006) concluded that her participants had an average of 8.5 accounts which 

required a password. Sasse et al. (2001) conducted a study of 144 participants and found that the 

average number of passwords was 16. Finally, participants in Dhamija and Perrig's study (2000) 

had between 10 - 50 accounts that required a password. The number of passwords is of concern 

because usability problems arise when users are forced to have a large number of passwords 

(Adams & Sasse, 1999). Users cannot remember unique, random characters for each account that 

requires a password. User’s select memorable passwords, which tend to be weak (Forget et al., 

2007). It is recommended that password guidelines not exceed Miller's scale of 7 ± 2 items 

(Carstens et al., 2004).  

 Users have an increasing number of passwords to remember. This is compounded by 

additional factors, such as having to remember what password restrictions apply to each system. 

Added to this, users must remember their user IDs and the respective system for which the user 

ID and password validates them (Sasse et al., 2001). Additionally, users have to remember if 

they have changed a password. If the password has changed, the user must remember that new 

password (Sasse et al., 2001). An antagonizing factor is that passwords must be changed 

frequently. Users must memorize these passwords to ensure the security of the network 

(Wakefield, 2004). As the number of passwords and their complexity increase, the memory 

capacity of the user can become overloaded (Carstens et al., 2004). Carstens, et al. (2004) 

conducted a study that measured the impact users have on passwords. They surveyed over 250 

participants in an attempt to determine if the number of passwords a person must remember 

affects the overall security of an information system. Their results showed that people who have 

8 - 11 passwords to remember are at the greatest risk for not remembering them at least once per 
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month. Their results also showed that if a user selects a password that is meaningful, their ability 

to remember the password is greater than if the password does not contain meaningful data. 

Their research also indicated that workload and the number of required passwords work together 

to create weaknesses in the information system. 

 Memory limitations of users are another challenge facing authentication. Due to the 

constraints of memory, users select passwords with low entropy. This is because strong 

passwords are too hard to remember (Forget et al., 2007). Even with low entropy passwords, 

users still struggle to remember their passwords. Giovannini and Ensor (2006) state that users 

cannot remember their passwords. Users will devise various methods to recall their password, 

but a study by Gaw and Felton (2006) determined that user memory was the most common recall 

method.  

 Yan et al. (2004) stated that users inhibit the security of passwords as a result of their 

memory limitations. If users were not responsible for remembering passwords, maximum 

entropy could be achieved by using a character string as long as the system would allow. 

Additionally, the characters would be truly random. 

 The memory of users is limited. A study conducted by Miller (1956) found that a person 

may remember 7 ± 2 pieces of information. This is contradicted to a degree by Adams and Sasse 

(1999). They found that four or five passwords are the most that a user can be expected to 

remember. Furthermore, another study found the ability of a user to recall strong passwords to be 

impossibility. This is due to the inability of a user to find meaning in random characters (Sasse et 

al., 2001). Even when users remember a password, it could be the wrong password for the 

specific system. Brown et al. (2004) found that 22.5% of users confused their passwords. 
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 Once a user selects a password, it is memorized for only a brief time. The amount of time 

between creating a password and using it is critical to being able to recall it accurately (Bunnell 

et al., 1997). Users lose the ability to recall passwords as time elapses. If enough time goes by, 

the user will lose access to the information (Ellison, Hall, Milbert, & Schneier, 2000). 

Furthermore, if a person attempts to remember random pieces of information, the result is a 

reduction in short-term memory capacity (Carstens et al., 2004). A study conducted by Bersch 

(2000) found that only 35% of users could remember their passwords after three months, and 

only 23% of users could remember assigned passwords. 

 When permitted to select their own passwords, users choose passwords that have low 

entropy. Wu (1999) found that users are adept at selecting passwords that "are just good 

enough." Goldberg (2002) stated that password security "fails in practice because users select 

predictable passwords." Users are not completely to blame, though. Chiasson and Biddle (2007) 

found that, as a result of organizational password guidelines, users select unsafe passwords. 

These passwords are easy for them to remember. Kuo et al. (2006) determined that user selected 

password entropy is low because users seldom generate truly random passwords. In addition, 

Florencio and Herley (2007) confirmed the lack of password quality among users through their 

research. 

 Passwords with low entropy are a concern in information security. The selection of weak 

passwords can be almost as effective as not having a password at all (McDowell et al., 2009). A 

study conducted by Florencio & Herley (2007) determined that most users choose passwords that 

contained lowercase letters only, unless they are required to do otherwise. Furthermore, 

Schchter, Brush, and Egelman (2009) ascertained that acquaintances were able to breach a user’s 
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account 17% of the time. Feldmeirer and Karn (1989) state that long term password security will 

improve only if users increase the entropy of the passwords they select. 

 The reuse of passwords across multiple computer systems is another challenge facing 

user authentication. This practice can result in security weaknesses across multiple systems 

(Mulligan & Elbirt, 2005). The propensity to reuse passwords has been researched and found to 

be widespread (Chiasson & Biddle, 2007; Dhamija & Perrig, 2000; Dhamija, Tygar, & Hearst, 

2006; Gaw & Felton, 2006; Halderman, Waters, & Felton, 2005; Wiedenbeck et al., 2005). 

Brown et al. (2004) even state that "almost all" users reuse passwords. This practice is unsafe 

because it makes it easier for a hacker to breach multiple accounts (Gaw& Felton, 2006). This 

problem is escalating as users have increased the number of accounts that require passwords, but 

chose not to create new passwords (Gaw & Felton, 2006). This is supported by research 

conducted by Florencio and Herley (2007). They state that the growing number of passwords per 

user is maintained by using a small number of passwords. The user has trouble remembering 

which five or six passwords were used for which account.  

 Users reuse passwords due to a variety of reasons. They may choose to reuse a password 

on a website because they do not know how often they will use the account. However, after a 

prolonged period of time, users would be burdened by choosing a unique password and having to 

remember which site used which password. The reuse of passwords replicates itself (Gaw & 

Felton, 2006). In addition, users in the research study conducted by Gaw and Felton (2006) 

viewed the creation of new passwords as difficult. They do, however, understand that reusing 

passwords diminished information security.  

 The practice of reusing passwords has been studied to how prevalent the practice has 

become. Riley (2006) determined that 54.6% reuse passwords across multiple accounts "very 
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frequently" or "always." In another study conducted by Dhamija and Perrig (2000), participants 

had between 10 to 50 accounts that require a password, but only had one to seven unique 

passwords. Florencio and Herley (2007) found that the average password is used at 

approximately six websites. They also found that individual users had approximately 25 accounts 

that required passwords. In a study conducted by Brown et al. (2004), 218 participants used 844 

unique passwords for 1471different accounts. Although the number of password reuses varies 

across studies, research concludes that users do reuse their passwords.  

 The issue of users forgetting passwords is another concern regarding authentication. 

Based on research conducted by Sasse et al. (2001), user login attempts often fail for two 

reasons: First, the user remembered part of the password, but not all of it. The second reason is 

the user remembered a password for a different system or one that was replaced. The Power Law 

of Forgetting states that people experience an initial rapid rate of forgetting followed by a slow 

rate of forgetting over a long period of time. Essentially, a password that is not used regularly by 

a user is likely to be forgotten (Wiedenbeck et al., 2005). This is evidenced by several research 

studies. Florencio and Herley (2007) found that at least 1.5% of Yahoo users forget their 

passwords each month. Schechter et al. (2009) found that users forget their passwords 20% of 

the time. Swartz (2006) found that approximately 33% of users have forgotten their passwords. 

A study conducted by Brown et al. (2004) uncovered that passwords were forgotten by 31.1% of 

users. Research conducted by Bunnell et al. (1997), discovered that 30% of users could not 

remember assigned passwords. Finally, Armstrong (2003) revealed that 25-50% of IT helpdesk 

calls are related to passwords. Armstrong’s study concluded that, on average, a helpdesk will 

receive five calls per end-user per year.  
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 Another problem facing authentication is the act of users writing down passwords. 

Research has determined that the majority of users write down their passwords (Chiasson & 

Biddle, 2007; Dhamija & Perrig, 2000; Wakefield, 2004; Wiedenbeck et al., 2005; Yan et al., 

2004). Armstrong (2003) concluded that users make a choice of writing down their passwords or 

making the passwords weak. Users write down their passwords for convenience. Wakefield 

(2004) found that, because passwords must be changed frequently and memorized, users tend to 

write their passwords down in plain view or store them in a drawer. Another study found that the 

longer the password, the higher the probability that the user will write the password down or not 

be able to remember it (Held & Bowers, 2001). Garrison (2008) conducted a study at a CPA 

conference. The session leader asked attendees to write their passwords down to determine their 

vulnerability. Only one person declined to write their password down.  

 A number of studies have been conducted to determine how many users write their 

passwords down. A study conducted by Riley (2006) discovered that 15% of users write down 

their passwords. Another study conducted by Horowitz (2001) found that up to 20% of users 

write their passwords down on a post-it note and stick it to their monitor. Carstens et al. (2004) 

determined that 27% of users write their passwords down on paper. Zviran and Haga (1999) 

found 35.3% of users write down their password. This is further supported by a study conducted 

by Brown et al. (2004). Their study showed that more than 50% of users write their passwords 

down. Adams and Sasse (1999) also determined that 50% of users write down their passwords. 

Rosencrance (2003) found a slightly higher percentage; this particular study concluded that 55% 

of users write down at least one password. To make matters worse, Zviran and Haga (1999) 

determined that, when a user writes down their password, they do so in an unsafe location.  



41 

 

 An additional obstacle facing authentication is the lengths to which users will go to avoid 

secure authentication procedures. Research has found that users will circumvent tedious 

authentication procedures (Yan et al., 2004). This is due to a variety of reasons. First, bypass if 

security keeps a user from performing a task, the user will circumvent the security measures or 

use them incorrectly (Adams & Sasse, 1999; see also Bosworth & Kabay, 2002; Chiasson et al., 

2006; Mulligan & Elbirt, 2005). A second reason users will bypass procedures is because 

security is not a primary task for users. The completion of their task is their primary focus, which 

means security is secondary (Forget et al., 2007). A third reason why users would violate 

existing password rules is when they must change a password immediately in order to continue 

working. A fourth reason is when users need access to a number of different computer systems 

that all require unique passwords (Sasse et al., 2001). Users employ a myriad of schemes to 

avoid authentication procedures. One method is the act of adding a character to the end of the 

password when using it across systems (Wiedenbeck et al., 2005). Another method is employed 

when users are forced to change their passwords. Most often, they want to change to the one 

used previously. If the system prohibits users from using their last few previous choices, users 

will change their passwords quickly to cycle back to their favorite password (Mulligan & Elbirt, 

2005; Yan et al., 2004). What users do not realize is that these seemingly innocent acts can 

unintentionally expose their employers to multiple security threats (SANS Top-20 2007 security 

risks, 2007).  

Password Management 

Effective password management reduces the problems associated with text-based 

authentication. Specifically, the use of password management software will assist users in the 

selection of passwords with higher entropy than they have selected in the past. Password 
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managers are designed to assist the user by allowing them to select one master password, which 

grants access to their other passwords. This can result in an increase in usability and security 

since users are only responsible for one password (Chiasson & Biddle, 2007). Password 

management software is designed to keep user passwords safe. These applications should 

diminish how much users write down their passwords. It also reduces password theft (Leon, 

2008). Based on the principle of reduction, users should be motivated to utilize password 

managers, as they do not have to manage multiple passwords (Chiasson & Biddle, 2007). 

 There are two categories of password managers. These are browser plug-ins and stand 

alone password management applications (Chiasson et al., 2006). Examples of browser plug-ins 

include PwdHash, Password Multiplier, and Passpet. Yee and Sitaker (2006) presented a new 

plug-in for logging into websites more securely. The tool, called Passpet, has not been made 

available to the public. Password Multiplier was proposed by Halderman et al. (2005). This plug-

in is designed to be a plug-in to the Mozilla Firefox Internet browser. Halderman et al. (2005) 

also proposed an additional plug-in password manager called Password Multiplier. They chose to 

make Password Multiplier an extension to a browser because most passwords will to be used to 

access web sites. Research concerning use of specific password management applications is 

scarce. However, Chiasson et al. (2006) conducted a study on two plug-in password managers. 

The plug-in password managers used by Chiasson et al. were PwdHash and Password Multiplier. 

The study results show that 96% of participants reuse passwords on different websites. The study 

also shows that users select passwords based on ease of recall (69%) and being the same as 

another password already in use (62%). The study indicated that users did care for not knowing 

their passwords. These specific password managers do not show the passwords to the user. 

Another category of password management software is the stand-alone password management 
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application. Examples of standalone password management software include Password Safe, 

AES software, and RoboForm (Leon, 2008). KeePass is another example. Out of these 

applications, KeePass is the only free open source password manager (KeePass). 

 User selected passwords presents challenges to the security of information systems. 

While research has been conducted on user-selected passwords, future research opportunities 

exist (Carstens et al., 2004). Wiedenbeck et al. (2005) state that authentication is "a critical area 

of security research and practice." Pinkas and Sander (2002) concur with Wiedenbeck in stating 

that the improvement of user-selected passwords is a "promising field of research." Particularly, 

the further study of password management is recommended in the literature. Sasse et al. (2001) 

recommend that investigation into the use of password management may help companies 

strengthen their passwords. Swartz (2006) states that businesses should determine a secure, 

viable solution for password management to help their employees. This is, Armstrong (2003) 

states, in part because saving time and money is a reason to look at password management. Even 

though the literature recommends research into password management, the impact of password 

management systems on password quality is unknown (Kuo et al., 2006).  

 Coupled with an investigation of password management, research supports further 

investigation into making users more aware of password entropy. Carstens et al. (2004) state that 

a level of user awareness must be obtained in order to reduce the potential for security breaches. 

Wakefield (2004) concurs with Carstens et al. regarding password policies. Wakefield states that 

employees should be educated on computer vulnerabilities. This is supported by HIPAA Section 

164.308(a)(5)(i). This specific section addresses security awareness and training. The rule 

requires that "awareness and training be reasonable and appropriate"(Mulligan & Elbirt, 2005). 

Unfortunately, organizations are not making their users aware of security issues. Bresz (2004) 
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states that security training is not widely used. Approximately 42% of companies spend less than 

one percent of their security budgets on awareness programs. Furthermore, 18% of organizations 

do not use awareness training (2008 CSI/FBI Computer Crime and Security Survey, 2008). 

According to Armstrong (2003), users need to be trained on what constitutes a strong password. 

This is because password awareness efforts do affect user behavior (Kuo et al., 2006). 
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CHAPTER 3 

 

METHODOLOGY 

This chapter presents the methodology of the research experiment. This chapter describes 

the research design, ethical considerations, research participants, data collection and data 

analysis techniques.  

Experimental Design of the Study 

 This study was intended to answer research questions concerning techniques that 

individuals can implement to generate passwords that contain a higher entropy level and thus are 

more resistant to attack. Moreover, this study determined if the use of a password management 

application affected the entropy of user-selected passwords. In addition, this study determined if 

the entropy of user-selected passwords was influenced by awareness efforts when used in 

conjunction with a password management application. 

 The entropy of user-selected passwords was the focus of this study because of the effect 

users have on information system security. Research has shown that users are the weakest link in 

information security (Kim & Bzullak, 2008). Specifically, passwords selected by users are a 

contributing factor humans are considered a weak element of an information system (Mulligan & 

Elbirt, 2005). This is due to several reasons which include low user awareness concerning strong 

passwords (Chiasson & Biddle, 2007), limited memory capacity (Miller, 1956), password reuse 

(Gaw & Felton, 2006), and the conscious user circumvention of establish security procedures 
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(Bosworth & Kabay, 2002). This study sought to determine if the use of a password management 

application caused an increase in the entropy of user-selected passwords. This study also 

determined if awareness efforts, when combined with the use of a password management 

application, affected the entropy of user-selected passwords. 

 The first research hypothesis was that the average password entropy would be increased 

when participants used a password management application. This hypothesis, and all subsequent 

hypotheses, were tested using an alpha level of 0.05. This research hypothesis was tested by 

rejecting or failing to reject the following null hypothesis: 

 H01 - The average password entropy of participants that utilized a password management 

application will be equal to the average password entropy of participants that did not utilize a 

password management application. 

 Chiasson and Biddle (2007) asserted that the use of a password management would result 

in an increase of information security. This was supported by Sasse et al.'s study in which they 

recommended the use of password management techniques to strengthen passwords (2001).  

The second research hypothesis was that an increase in the average password entropy of 

participants would occur when participants utilized a password management application and 

received verbal secondary information. This research hypothesis was tested by rejecting or 

failing to reject the following null hypothesis: 

H02 - The average password entropy of participants that utilized a password management 

application and received verbal secondary information will be equal to the average password 

entropy of participants that did not utilize a password management application or receive verbal 

secondary information. 
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The SANS Institute stated that user awareness is a critical component in information 

security (SANS Top-20 2007 security risks, 2007). This was supported by Kuo et al.'s study 

(2006) in which they concluded that user awareness surrounding password entropy does affect 

user behavior. This hypothesis determined if verbal user awareness, when combined with the use 

of a password management application, affected the strength of user-selected passwords. 

The third research hypothesis was that an increase in the average password entropy of 

participants would occur when participants utilized a password management application and 

received electronic secondary information. This research hypothesis was tested by rejecting or 

failing to reject the following null hypothesis: 

H03 - The average password entropy of participants that utilized a password management 

application and received electronic secondary information will be equal to the average password 

entropy of participants that did not utilize a password management application or receive 

electronic secondary information. 

The fourth research hypothesis was that an increase in the average password entropy of 

participants would occur when participants utilized a password management application, 

received verbal secondary information, and received electronic secondary information. This 

research hypothesis was tested by rejecting or failing to reject the following null hypothesis: 

H04 - The average password entropy of participants that utilized a password management 

application, received verbal secondary information, and received electronic secondary 

information will be equal to the average password entropy of participants that did not utilize a 

password management application, receive verbal secondary information, or receive electronic 

secondary information. 
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Ethical Considerations 

Participants in this study were informed that their involvement in this research study was 

voluntary. Participants that elected to be a part of the research study were directed to an informed 

consent page on the website (Appendix A). Volunteers electing to participate in this study 

indicated their intent by clicking the appropriate link on the consent page. This consent page, 

along with this research study, was reviewed and approved by the Institutional Review Board at 

Indiana State University (Appendix B). 

Research Participants 

 The participants in this study were student volunteers from two community colleges in 

North Carolina that require a computer placement exam prior to entrance into CIS 110. Catawba 

Valley Community College, located in Hickory, North Carolina, granted permission to the 

researcher to conduct this study at their institution (Appendix C). Cleveland Community College, 

located in Shelby, NC, granted permission to the researcher to conduct this study at their 

institution (Appendix D). This study had a sample population of 250 participants who were 

evenly distributed across the five groups. The research study was extracurricular to the 

instruction the participants were receiving. Additionally, there was no direct impact on their 

standing in their class because of their participation in this study. The use of student participants 

provided distinct advantages. The first advantage of using student volunteers enrolled in CIS 110 

was the uniform computer knowledge they possess. Students chosen to participate possessed a 

consistent range of computer skills, which was evidenced by the successful completion of the 

computer placement test or remedial course. The computer placement tests at Catawba Valley 

Community College and Cleveland Community College do not contain information relating to 

passwords or the selection of passwords. 
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 A second advantage of using student volunteers was the awareness they gained from 

participating in the study. Each participant had the opportunity to learn the results of the study. 

Regardless of the outcome of the study, participants were exposed to password management and 

the implications it has on password entropy.  

Data Collection and Analysis 

 It was necessary to use a methodology that allowed the researcher to test the impact of 

specific elements on password entropy. As a result, this study employed a posttest-only 

methodology. No pretest was administered, as the groups were assigned at random. Furthermore, 

a posttest-only design reduced the risk of the mortality effect. 

 This research study consisted of five steps. These steps included (a) the identification of 

research participants, (b) the random assignment of these participants into a treatment group or 

the non-treatment group, (c) the administration of the treatments to the respective groups, (d) the 

administration of the posttest to the groups, and (e) the analysis of the data. 

 The researcher collected demographic information of the study participants. This 

information included academic major, age, gender, and employment status. The participants 

were assigned a random number using the random number function in Excel. This random 

number placed the participant in a treatment group or the control group. 

Treatment 

 There were a total of four treatment groups and one control group in this study. Each 

group completed a short quiz about information security prior to the creation of all seven of their 

passwords. The first treatment group utilized the password management application only and 

took the quiz prior to the creation of all seven of their passwords. The second treatment group 

utilized the password management application and received verbal secondary information 
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(Appendix E). The second treatment group took the quiz after receiving verbal secondary 

information but before the creation of all seven of their passwords. The third treatment group 

utilized the password management application and received electronic secondary information 

(Appendix F).The third treatment group took the quiz after receiving the electronic secondary 

information but before the creation of all seven of their passwords. The fourth treatment group 

utilized the password management application and received both electronic secondary 

information and verbal secondary information. The fourth treatment group took the quiz after 

receiving the electronic secondary information and verbal secondary information but before they 

created all seven of their passwords. The control group did not make use of a password 

management application nor did they receive electronic secondary training or verbal secondary 

training. The control group took the quiz prior to the creation of all seven of their passwords. 

Posttest 

 All participants established passwords to gain access to seven different websites. These 

websites were developed by the researcher and provided participants with information regarding 

the importance of selecting passwords with high entropy levels. This study utilized seven 

websites as a result of Miller's (1956) research that determined users could remember seven 

items, plus or minus two. Participants who did not use the password management application 

received instructions that explained the process (Appendix G), but no information was provided 

concerning password strength. Participants who used the password management application 

received instructions that explained the process (Appendix H), but no information was provided 

concerning password strength. This was to ensure that users created passwords consistent with 

ones they would normally have created. 
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Debriefing 

 The objective of this study was to answer research questions regarding methodologies 

users can employ to create passwords that contain a higher entropy level and are more resistant 

to attack. Furthermore, this study revealed whether the use of a password management 

application influenced the entropy of user-selected passwords. Finally, this study sought to 

determine if awareness efforts, combined with the use of password management software, 

influenced the entropy of user-selected passwords. The independent variables included: (a) the 

use of password management software, (b) the receipt of verbal secondary training, and (c) the 

delivery of electronic secondary training. The dependent variable was the entropy of passwords 

created by the participants. 

 The number of participants that received electronic secondary training was recorded, as 

was the number of participants that received verbal secondary training. Additionally, the number 

of study participants that received both direct and electronic secondary training was recorded. 

Finally, the number of participants that employed password management software was recorded. 

Data Analysis  

 The measurement of user-selected password entropy was based on the standard 

established by the National Institute of Standards and Technology (NIST). The NIST Electronic 

Authentication Guideline Special Publication 800-63 provides “technical guidance to Federal 

agencies implementing electronic authentication” (NIST Special Publication 800-63, 2006). The 

measurement of password entropy is the basis of this document and is the only widespread 

model of entropy measurement for user-selected passwords. Consequently, it has been used as 

the foundation for many private and government password policies (Weir, 2010) and has been 

utilized in research by Weir (2010), Helkala and Snekkenes (2009), and Boklan (2009). 
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Consequently, the entropy of passwords developed by participants in this research study was 

determined by the following model set forth by the NIST:  

 The first character had an entropy value of 4 bits. 

 The next seven characters had an entropy value of 2 bits per character. 

 The ninth through the 20th character had an entropy value of 1.5 bits per character. 

 Characters 21 and above had an entropy value of 1 bit per character. 

 Six bits of entropy was assigned for passwords that contained both upper case and non-

alphabetic characters. 

 Six additional bits of entropy was added for an extensive dictionary check (NIST Special 

Publication 800-63, 2006). 

The passwords that were developed by the participants were analyzed and the resulting entropy 

was calculated using Microsoft Excel.  

 Significance testing can result in a Type I error or a Type II error. Type I error rates “are 

almost always set at 0.05 or at 0.01” (Lane, n.d.). Triola (2000) defines a Type I error as a 

mistake that occurs when the null hypothesis is rejected when it should actually be accepted. The 

symbol  is used to denote the probability of the occurrence of a Type I error. Triola defines a 

Type II error as the mistake that occurs when the null hypothesis is accepted when it should be 

rejected. This study used an alpha of 0.05. By setting alpha at 0.05, there was a five in one 

hundred chance that the null hypothesis was rejected when it should have been accepted. 

Maxwell and Delaney (1990) state that the Type I alpha level is set at 0.05 for general research. 

Given the type of study that was conducted, reducing the Type I error rate to 0.01 is not 

necessary. In the event a Type I error caused the researcher to come to false conclusions, these 

conclusions will not ultimately affect the creation of user passwords.  
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 The null hypotheses were tested using a general linear model univariate procedure. 

Analyses of variance (ANOVA) are considered general linear procedures; the specific ANOVA 

to be used is considered univariate because the study will contain one dependent variable. For 

purposes of this research study, a one-way analysis of variance (ANOVA) was used to test the 

null hypotheses. A one-way ANOVA has advantages such as the ability to test multiple 

independent variables using one method and the ability to hold the Type I error rate at the 

desired level. 

 The Analyses of Variance procedure has assumptions that must be tested. Berenson and 

Levine (1996) and Hayden (2005) list three major assumptions in the analysis of variance: 

1. Subjects are randomly selected from population 

2. Normality 

3. Homogeneity of variance. 

Siegl and Morgan (1996) state the randomness assumption “is a fixed part of the experimental 

design, and usually nothing can be done once the data have been collected.” The sample 

population was selected at random, thus addressing the randomness assumption. The second 

assumption, normality, was tested using descriptive statistics. In testing for normality, the mean, 

standard deviation, skewness, and kurtosis were generated. The third assumption, homogeneity 

of variance, was tested using Levene’s Test of Equality of Error Variance. 
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CHAPTER 4  

 

FINDINGS AND ANALYSIS OF DATA 

Overview 

The purpose of this research study was to test the impact of certain password 

management techniques on user-selected password strength. A total of 250 volunteers 

participated in this study. 

Descriptive statistics were first calculated on the measures included in this study in order 

to describe the sample of respondents and to ensure the normality of the dependent variable, 

entropy, for the purposes of the ANOVA. Descriptive statistics were also calculated for entropy 

separately to present an initial picture of the differences in this measure. A one-way ANOVA 

was conducted to test whether significant differences in entropy were present. This analysis, 

along with the post-hoc analysis, serves to test the hypotheses included in this study. 

Descriptive Statistics 

 Initially, a series of descriptive statistics were conducted in order to ensure normality of 

the dependent variable, which is an assumption of ANOVA. The descriptive statistics also served 

to illustrate differences in the dependent variable of entropy and to summarize demographic 

information relating to the respondents included in this study. 

 Figure 1 presents the distribution of the dependent variable entropy. The normality of the 

dependent variable was examined, as it is an important assumption of analysis of variance. The 



55 

 

histogram presented in Figure 1 provides evidence of positive skew as well as leptokurtosis. 

Outliers are also indicated based on this histogram. 

 

 

 
Figure 1. Entropy Histogram 

 

 Table 2 summarizes descriptive statistics relating to entropy. The mean value was found 

to be 28.741 with a standard deviation of 6.512. The ratio of the measure of skewness and 

kurtosis to their associated standard errors was used to determine whether abnormally high or 

low skewness or kurtosis was present. With regard to skewness, this ratio was found to be 8.208, 

which indicates very high positive skewness. Additionally, the calculation of this ratio in relation 



56 

 

to kurtosis was found to be 26.792, which illustrates extremely high leptokurtosis. These results 

demonstrate a strong degree of non-normality and suggest that measures be taken to normalize 

this measure before the use of the one-way ANOVA. 

 

Table 2 

 

Entropy Descriptive Statistics 

 

Measure Actual Value Normalized Value 

Mean 28.741 0.016 

Standard 

Deviation 

6.512 1.003 

   

Skewness 1.264 -0.215 

Standard Error 0.154 0.154 

Skewness / SE 8.208 -1.396 

   

Kurtosis 8.225 0.215 

Standard Error 0.307 0.307 

Kurtosis / SE 26.792 0.700 

Note: N = 250.  

 
 

 

 In order to normalize the dependent measure of entropy, Johnson's family of 

transformations was applied to this measure. Figure 2 presents the histogram of this normalized 

measure, which portrays a high degree of normality. 
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Figure 2. Normalized Entropy Histogram 

 

 Table 2 presents descriptive statistics associated with this normalized measure. This 

measure was standardized to have a mean of approximately zero and a standard deviation of 

approximately one, while the ratios calculated for skewness and kurtosis were all below |2.0|, 

which indicates a high degree of normality. According to these results, this measure did not 

violate the normality assumption of ANOVA. 

 Descriptive statistics were then calculated for this normalized measure of entropy. As 

presented in Table 3, mean values for this measure varied fairly substantially based on condition. 

The lowest scores were found in the control group, while scores approximating the mean were 
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found in regard to the KeePass group, the KeePass and VSI group, and the KeePass and ESI 

group. Average scores that were approximately half a standard deviation above the mean were 

found in the final group, which included all three conditions. These results suggested that 

significant differences were likely present in entropy on the basis of condition. 

 

Table 3  

 

Normalized Entropy Descriptive Statistics by Condition 

 

        95% Confidence Interval 

Group N Mean 

Standard 

Deviation Low High 

Control Group 52 -0.471 0.824 -0.701 -0.242 

KeePass 62 0.003 1.168 -0.294 0.299 

KeePass, VSI 40 0.170 0.980 -0.144 0.483 

KeePass, ESI 51 0.061 0.921 -0.199 0.320 

KeePass, VSI, 

ESI 45 0.408 0.860 0.149 0.666 

Total 250 0.016 1.003 -0.109 0.141 

 

Next, a series of descriptive statistics were calculated on the demographic measures 

included in this study. First, Table 4 summarizes respondents in regard to college major. Slightly 

over 40% of respondents stated that they were transfer students, while approximately 10% of 

individuals stated that they major in business administration or computer information systems. 

Approximately 5% of respondents were found to major in nursing, accounting, or office 

administration. A substantial number of additional majors were represented, but were not 

strongly represented in this sample. All majors of which two respondents or less were found to 

major in were collapsed into the “other” category as presented in Table 4. 



59 

 

Table 4  

 

College Major 

 

College Major N % 

College Transfer 104 41.6% 

Business Administration 27 10.8% 

Computer Information Systems 25 10.0% 

Nursing 14 5.6% 

Accounting 11 4.4% 

Office Administration 11 4.4% 

Early Childhood 7 2.8% 

Criminal Justice 6 2.4% 

Computer Programming 5 2.0% 

Networking 4 1.6% 

Health Care Management 3 1.2% 

Health Information Technology 3 1.2% 

Radiography 3 1.2% 

Other 27 10.8% 

 

 Table 5 presents the age demographic. As expected, the majority of respondents were 

found to be between the ages of 18 and 30, with slightly over 12% of respondents being in their 

30s. Less than 15% of respondents in total were over the age of 40 in this sample. 

 

Table 5  

 

Age of Respondents 

 

Age N % 

18-30 185 74.00% 

31-40 31 12.40% 

41-50 21 8.40% 

51-60 9 3.60% 

60+ 1 0.40% 

Non-Response 3 1.20% 
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 Next, the sample was very evenly split between males and females, as presented in Table 

6. 

 

Table 6  

 

Gender of Respondents 

 

Gender N % 

Female 126 50.4 

Male 124 49.6 

 

 

Table 7 serves to summarize respondents in regard to employment status. Respondents 

were most commonly found to work part-time; a slightly smaller percentage of respondents 

indicated that they are not employed and are not collecting unemployment benefits. Nearly 17% 

of participants responded that they work full-time, with less than 10% of respondents indicating 

that they are unemployed and collecting unemployment benefits or declined to answer this 

question. 

 

Table 7  

 

Employment Status of Respondents 

 

Employment Status N % 

Full time (More than 40 hours per week) 42 16.8 

Part-time (less than 40 hours per week) 96 38.4 

Not employed and collecting unemployment benefits 21 8.4 

Not employed and not collecting unemployment benefits 86 34.4 

Prefer not to answer 5 2.0 
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Data Analysis 

 As outlined in chapter three, participants completed a quiz as part of this study. This quiz 

was intended to demonstrate that the participants possessed a similar level of computer 

knowledge. An ANOVA was conducted on participant quiz scores in order to determine if the 

quiz scores significantly differed between the groups. As shown in Table 8, the ANOVA results 

reveal that statistical significance, F(4, 245) = 0.489, p=0 .744, was not achieved. This indicates 

that the quiz scores did not significantly differ between the participant groups. The lack of 

significance may suggest that the participants did possess similar computer knowledge. 

 

Table 8  

 

Quiz Scores ANOVA 

 

  

Sum of 

Squares df 

Mean 

Square F P-value 

Between Groups 5.444 4 1.361 0.489 0.744 

Within Groups 682.156 245 2.784 

  

      Total 687.600 249       

 

An ANOVA was conducted in order to determine whether normalized measures of 

entropy significantly differ on the basis of condition. Table 9 presents Levene's test of the 

homogeneity of variance. As shown in the table, Levene’s test did not find significant differences 

in variance in entropy on the basis of condition, W(4, 245) = 1.509, p = 0.200. This means that 

the assumption of equal variances was not violated. Table 10 presents the results of the one-way 

analysis of variance. This was conducted comparing scores on entropy on the basis of condition; 

the results signify that statistical significance, F(4, 245) = 5.400, p< .001, η
2
 = 0.081 was 

achieved. This illustrates that entropy significantly differs on the basis of condition. At an alpha 
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level of 0.05, with the sample size of 250, with five independent groups, the calculated power 

was found to be 0.976, which shows a very high level of statistical power. Table 11 summarizes 

the post-hoc analyses conducted in order to further explore differences in entropy on the basis of 

condition. Specifically, Table 11 focuses on comparisons between the control group and the 

respective treatment groups. Tukey's HSD was utilized for this analysis. Finally, for purposes of 

clarity, Table 12 presents the entropy mean values prior to the application of Johnson’s family of 

transformation.  

 

Table 9  

 

Test of Homogeneity of Variance 

 

Levene Statistic df1 df2 Sig. 

1.509 4 245 0.2 

 

Table 10  

 

ANOVA for Entropy 

 

  
Sum of 

Squares 
df 

Mean 

Square 
F Sig. 

Between Groups 20.306 4 5.076 5.400 0.000 

Within Groups 230.296 245 0.940     

Total 250.602 249       
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Table 11  

 

ANOVA: Post-Hoc Comparisons of the Control Group (Tukey's HSD) 

 

Comparison Group Mean Difference
a
 Probability Level 

KeePass -0.474 0.074 

KeePass, VSI -0.641 0.016 

KeePass, ESI -0.532 0.046 

KeePass, VSI, ESI -0.879 <0.001 

Notes: 
a
Calculated as Control Group minus Comparison Group. 

 

Table 12  

 

Non-Normalized Entropy Descriptive Statistics by Condition 

 

Group N Mean Standard Deviation 

Control Group 52 25.850 4.346 

KeePass 62 28.892 8.534 

KeePass, VSI 40 29.402 6.101 

KeePass, ESI 51 28.919 5.461 

KeePass, VSI, ESI 45 31.086 5.855 

Total                      250 28.741 6.512 

 

Alternate Hypothesis H11 

The first research hypothesis was that the average password entropy of participants who 

use a password management application would exceed the average password entropy of 

participants who do not use a password management application. The mean entropy value of the 

treatment group (M = 28.892, SD = 8.534) was found to exceed the mean entropy value of the 

control group (M = 25.850, SD = 4.346). These results, however, were found to approach 

significance but were not statistically significant (p= 0.074). Therefore, alternate hypothesis 

H11was rejected.    
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Alternate Hypothesis H12 

The second research hypothesis was that the average password entropy of participants 

who use a password management application and receive verbal secondary information would 

exceed the average password entropy of participants who do not use a password management 

application or receive verbal secondary information. The mean entropy value of the treatment 

group (M = 29.402, SD = 6.101) was found to exceed the mean entropy value of the control 

group (M = 25.850, SD = 4.346). Furthermore, these results were found to be statistically 

significant (p= 0.016). Therefore, the study failed to reject alternate hypothesis H12.    

Alternate Hypothesis H13 

The third research hypothesis was that an increase in the average password entropy of 

participants would occur when participants utilized a password management application and 

received electronic secondary information when compared to participants who did not use a 

password management application and receive electronic secondary information. Higher entropy 

was found in the treatment group (M = 28.919, SD = 5.461) when compared with the control 

group (M = 25.850, SD = 4.346). These results were found to be significant (p = 0.046). Thus, 

the study failed to reject alternate hypothesis H13. 

Alternate Hypothesis H14 

The fourth research hypothesis was that the average password entropy of participants 

who utilized a password management application, received verbal secondary information, and 

received electronic secondary information would exceed the average entropy of participants who 

did not use a password management application, receive verbal secondary information, and 

receive electronic secondary information. The mean entropy value for the treatment group (M = 

31.086, SD = 5.855) exceeded the mean entropy value of the control group (M = 25.850, SD = 
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4.346). The difference in entropy values was found to be statistically significant (p< 0.001). 

Hence, the study fails to rejects alternate hypothesis H14. 

The results of these analyses serve to strongly support alternate hypotheses H12, H13, 

andH14 included in this study. Although alternate hypothesis H11 was found to have a higher 

mean entropy value, it did not achieve significance and was therefore rejected. 

Conclusion 

The respondents included in this sample were most commonly transfer students, with the 

majority of respondents being between the ages of 18 and 30. Additionally, this sample was 

evenly split between male and female respondents. Regarding employment status, a large 

number of individuals were found to work part-time, with a smaller but similar percentage 

indicating that they were not currently employed and were not collecting unemployment 

benefits. A one-way analysis of variance was conducted on a normalized measure of entropy in 

order to determine whether significant group differences exist with regard to this measure. 

Significant differences were found on the basis of the F-statistic resulting from the analysis of 

variance, with Tukey's HSD utilized in the post-hoc analysis. All comparisons between the four 

treatment groups and the control group were found to have higher entropy levels. Three of the 

four treatment groups were found to be statistically significant. The KeePass treatment group 

was found to approach significance, but did not achieve the significance level set in this study. 
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CHAPTER 5 

 

CONCLUSIONS AND RECOMMENDATIONS 

Discussion of Research Findings 

The results from this research study indicate that the use of a password management 

application and efforts to increase user awareness did have an impact on the entropy of user-

selected passwords. The use of a password management application did result in a higher mean 

entropy of user-selected passwords; however, this particular finding did not meet the level of 

significance set forth in this study. The first research hypothesis predicted that the average 

password entropy of participants who use a password management application would be higher 

than the average password entropy of participants who do not use a password management 

application. Although those participants that used the password management application selected 

passwords with a higher mean, the mean difference was not found to be significant.  

The use of a password management application combined with verbal secondary 

information did result in a significant increase in user-selected password entropy. The second 

research hypothesis predicted that the average password entropy of participants who use a 

password management application and receive verbal secondary information would be greater 

than the average password entropy of participants who do not use a password management 

application or receive verbal secondary information. A significant difference between the 

treatment group for research hypothesis two and the control group was determined.  
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The use of a password management application combined with the delivery of electronic 

secondary information did result in a significant increase in user-selected password entropy. The 

third research hypothesis predicted that an increase in user-selected password entropy would 

occur when participants utilized a password management application and received electronic 

secondary information when compared to participants who did not use a password management 

application and receive electronic secondary information. A significant difference between the 

treatment group for research hypothesis three and the control group was determined.  

The use of a password management application combined with the delivery of electronic 

secondary information and verbal secondary information did result in a significant increase in 

user-selected password entropy. The fourth research hypothesis predicted that the average 

password entropy of participants who utilized a password management application, received 

verbal secondary information, and received electronic secondary information would be greater 

than the average entropy of participants who did not use a password management application, 

receive verbal secondary information, and receive electronic secondary information. A 

significant difference between the treatment group for research hypothesis four and the control 

group was determined.  

A review of the literature reveals that this study further supports previous research 

conducted by others. Evidence has shown that users do not tend to select passwords with high 

entropy. This lack of entropy has been identified as a problem with user-selected passwords (St. 

Clair et al., 2006). Lack of entropy in passwords has been attributed to a combination of factors. 

These factors include memory limitations and user awareness. Though these constraints exist, 

computer system users today are required to use an increasing number of passwords (Chiasson & 

Biddle, 2007).  
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Thorpe (2008) determined that even non-text based authentication schemes result in low 

entropy. Chiasson and Biddle (2007) conducted studies related to password managers and 

graphical passwords. Another study found password problems were related to the number of 

passwords a user must remember, the number of systems requiring passwords, and the 

complexity of the passwords (Carstens, McCauley-Bell, Malone, & DeMara, 2004).  

Chiasson and Biddle (2007) stated that password management software can result in an 

increase in usability and security since users are only responsible for one password. Furthermore, 

Kuo, Romanosky, & Cranor (2006) relate that awareness efforts affect user behavior. Users who 

have a greater awareness of how to create a strong passwords use this information when creating 

their passwords.  

Other research studies have also investigated the effect of making users more aware of 

password entropy. Carstens et al. (2004) express that a level of user awareness must be obtained 

in order to reduce the potential for security breaches. Wakefield (2004) concurs with Carstens et 

al. regarding password policies. Wakefield advocates that employees should be educated on 

computer vulnerabilities. This is supported by HIPAA Section 164.308(a)(5)(i). This specific 

section addresses security awareness and training (Mulligan & Elbirt, 2005). According to 

Armstrong (2003), users need to be trained on what constitutes a strong password. This is 

because password awareness efforts do affect user behavior (Kuo et al., 2006). 

Implications 

 The results from this research show that the use of a password management application 

may contribute to an increase in the entropy of user-selected passwords. The results also signify 

that the entropy of user-selected passwords may be influenced by efforts to increase awareness in 

addition to use of a password management application. The field of technology management will 
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benefit from this study as it has provided insight as to what affects the entropy of user-selected 

passwords.  

 The implications of this study indicate that the use of a password management 

application without entropy awareness may not result in a significant increase in the strength of 

user-selected passwords. The use of a password management application when combined with 

some type of awareness was shown to significantly increase the strength of user-selected 

passwords. Organizations should recognize the need for user awareness and act appropriately to 

ensure this awareness is provided while also providing users with a password management 

system.  

Recommendations 

 There are a number of recommendations that may be made based upon the limitations of 

this research study. One limitation of this study was that it was time-limited. Future studies may 

explore the elements of this study for a longer duration of time to determine the impact it would 

have on a similar study. Another limitation of this study was that the participants possessed 

similar knowledge regarding password selection. Future studies may compare a user’s 

knowledge of information systems and password strength to the respective entropy the users 

select. Yet another limitation of this study stated that the participant’s primary language did not 

affect their ability to participate in this study. Follow up research may be conducted to determine 

if a user’s primary language affects the selection of their passwords. Furthermore, research could 

be conducted to determine if the user’s primary language affects the impact of awareness efforts.  

 Notwithstanding the recommendations made based on this study’s limitations, 

recommendations on a broader scope may be made because of the findings of this study. This 

study was conducted using one password management application. Future research may wish to 
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use this study as a model but explore the impact a different password management application 

has on user-selected passwords. This research could begin to provide insight as to whether 

certain password management applications are more effective than others are. Building upon this 

recommendation, future research may also explore how users compare different password 

management applications. This future research may also wish to investigate which of the 

different types of password management applications are the most effective.   

 As noted in another recommendation for future research, this study was not longitudinal 

in nature. While future research may wish to investigate whether time is a factor when using 

password management software, additional research may wish to determine the persistence level 

of users employing password management applications. This research may indicate whether 

users continue to use a password management application after a period of time.  

 This research study introduced general awareness efforts to determine if they affected the 

entropy levels of user-selected passwords. While this study found that these awareness efforts 

were effective in increasing entropy levels, future research may work to determine what specific 

elements of awareness have an impact on users. Additionally, future research may determine the 

most effective mechanism for delivery of these awareness efforts.  

Summary 

The security of information contained within computer systems poses challenges for 

users and administrators. This information is often protected by alphanumeric passwords. 

However, passwords continue to represent a major challenge to information security. User-

selected passwords often lack entropy, which lessens the security of the information system 

A review of the literature discovered that alternatives to the alphanumeric password exist but do 

not seem to be replacing the traditional password. Strategies using alternatives to the text-based 
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password have been proposed, but have proven to be marginally effective. However, the 

literature shows that users choose passwords that contain low levels of entropy when left to 

select passwords with little guidance. Methods to increase the entropy levels of user-selected 

passwords are needed.  

This research study used empirical research methods to determine if the use of a 

password management application would affect the entropy of user-selected passwords. 

Furthermore, this study sought to determine if awareness efforts affected user-selected password 

entropy when combined with use of the password management application.  

The results from this research study indicated that the use of a password management 

application did result in a higher mean average of user-selected password entropy. This finding 

was not found to reach significance. This study further determined that the delivery of electronic 

and verbal secondary information, when combined with the password management application, 

did result in a significant higher mean entropy average. The implications from this study are that 

the use of a password management application combined with awareness efforts may result in 

stronger user-selected passwords. There are a number of recommendations that can be made 

from this study for future research. 
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APPENDIX C: CVCC PERMISSION LETTER 

 



86 
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APPENDIX F: ELECTRONIC SECONDARY INFORMATION 

 



96 

 

 

 

 

APPENDIX G: SURVEY INSTRUCTIONS FOR NON-KEEPASS PARTICIPANTS 

1) Open an Internet Browser and go to: 

www.catawbavalleysurvey.com 

 

2) Read the first page and click the link to continue 

 

3) Read the informed consent page carefully. If you agree with the information provided, click 

on the "I agree" link. If you do not agree with the information, click on the "I do not wish to 

participate" link. 

 

 4) The first (of seven) page asking that you create a password is presented. Enter a password in 

the field marked "Password #1." 

 

5) Re-type the password you selected in the field marked "Re-enter Password #1." 

 

6) Click on the submit button. 

 

7) Read the information on the next web page. After reading the information, click on the link to 

continue. 

 

8) The second (of seven) page asking that you create a password is presented. Enter a password 

in the field marked "Password #2." 

 

9) Re-type the password you selected in the field marked "Re-enter Password #2." 

 

10) Click on the submit button. 

 

11) Read the information on the next web page. After reading the information, click on the link 

to continue. 

 

12) The third page asking that you create a password is presented. Enter a password in the field 

marked "Password #3." 

 

13) Re-type the password you selected in the field marked "Re-enter Password #3." 
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14) Click on the submit button. 

 

15) Answer the demographic questions on the next page. Once you have answered the questions, 

click on the submit button. 

 

16) The fourth page asking that you create a password is presented. Enter a password in the field 

marked "Password #4." 

 

17) Re-type the password you selected in the field marked "Re-enter Password #4." 

 

18) Click on the submit button. 

 

19) Answer the remaining demographic questions on the next page. Once you have answered the 

questions, click on the submit button. 

 

20) The fifth page asking that you create a password is presented. Enter a password in the field 

marked "Password #5." 

 

21) Re-type the password you selected in the field marked "Re-enter Password #5." 

 

22) Click on the submit button. 

 

23) The next page has five questions to answer. Answer these questions to the best of your 

ability and click on the submit button when finished. 

 

24) The sixth page asking that you create a password is presented. Enter a password in the field 

marked "Password #6." 

 

25) Re-type the password you selected in the field marked "Re-enter Password #6." 

 

26) Click on the submit button. 

 

27) The next page has five more questions to answer. Answer these questions to the best of your 

ability and click on the submit button when finished. 

 

28) The seventh page asking that you create a password is presented. Enter a password in the 

field marked "Password #7." 

 

29) Re-type the password you selected in the field marked "Re-enter Password #7." 

 

30) Click on the submit button. 
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31) The website will now prompt you to enter one of the passwords you have created. The screen 

will instruct you on which password to enter (password #1, #2, etc.).  Enter the appropriate 

password in the field marked "Password #X." 

 

32) Re-type the password that the website has randomly asked for in the field marked "Re-enter 

Password #X." 

 

33) Click on the submit button. 

 

34) The survey is now complete. Read the final web page and close the browser. Please return 

this packet to Mr. Enamait when you are finished. Thank you for your participation. 
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APPENDIX H: SURVEY INSTRUCTIONS FOR PARTICIPANTS USING KEEPASS 

 

This survey will prompt you to create passwords seven times. Between the creation of these 

passwords, you will read information on passwords, complete demographic information, and 

answer some general computer questions.  

 

The last step of the survey is for you to re-enter one of the seven passwords you create. The 

survey will instruct you on which password to enter. 

 

KeePass Overview 
 

You, like most people, now have many passwords they must remember. You may need a 

password for Windows, e-mail account(s), online passwords, etc. etc. etc. Keep in mind that 

should use different passwords for each account. If you use only one password everywhere and 

someone gets this password you could have a problem... A serious problem. The thief would 

have access to your e-mail account, website, etc. This could be devastating! 

 

KeePass is a free password manager. It helps you to manage your passwords in a secure way. 

You can put all your passwords in one database that is locked with one master password. So you 

only have to remember one single master password! This allows you to create passwords that are 

much stronger since you no longer have to remember them all! 
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Survey Instructions 

1) Insert the flash drive provided into a USB port on the computer. The flash drive provided to 

you contains the portable version of KeePass that may be stored on a flash drive. 

 

2) View the flash drive contents by clicking on Open folder to view files. 

 

 
 

3) Double click on KeePass icon. 
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4) Click on the "new" button in the upper left hand corner of KeePass. 

 

 
 

5) Create a Master Password. The Master password is the only password that you have to 

remember! Once you have entered your master password, click the OK button. 
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6) Retype the Master Password. This confirms that you did not make an error when typing the 

password you selected as the Master password. After typing the Master Password, click the OK 

button. 

 

 
 

7) Do not close KeePass. Open an Internet Browser and go to: 

 

http://www.catawbavalleysurvey.com 

 

 

8) Read the first page and click the link to continue 

 

 

http://www.catawbavalleysurvey.com/
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9) Read the informed consent page carefully. If you agree with the information provided, click 

the I agree to participate link. If you do not agree with the information, click the No; I do not 

wish to participate link. If you wish, you may print this page for your records by clicking the 

Print this page link. 
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10) The first page asking that you create a password is now displayed (You will create a total of 

seven passwords). Copy the URL. You may do this by right clicking on the web address bar and 

selecting copy. 

 

 
 

11) Without closing the Internet Browser, switch to KeePass. You may find the KeePass 

application on the task bar. If you do not see KeePass on the task bar, you should find a small 

KeePass icon (small blue padlock) in the Notification area shown here: 
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12) Click on the add entry button 

 

 
 

13) Paste the URL into the URL field by right-clicking in the box and selecting Paste. 
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14) Enter a title for this password. Be sure that it describes how the password is used.  

 

 
 

15) Enter a password into the Password box. Re-enter the password into the Repeat box and 

click the OK button. 
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16) The screen should now similar to this: 

 

 
 

17) Right click on the entry and select copy password. 
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18) Switch to the survey website and right click in the Password #1 box. Click on the paste 

command. KeePass allows up to 10 seconds to paste the password. After 10 seconds, you can no 

longer paste the password. If the paste command is not available, switch back to KeePass and 

copy the password again. 

 

 
 

19) Switch back to KeePass and copy Password #1 again. 

 

20) Switch back to the survey website and right click in the Re-enter Password #1 box. Click on 

the paste command. Remember, KeePass allows up to 10 seconds to paste the password. After 

10 seconds, you can no longer paste the password. If the paste command is not available, switch 

back to KeePass and copy the password again. 
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21) Click on the submit button. 

 

 
 

22) Read the information on the next web page. After reading the information, click on the link 

to continue. 

 

23) Copy the URL. You may do this by right clicking on the web address bar and selecting copy. 
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24) Switch to KeePass and click on the add entry button. 

 

 
 

25) Paste the URL into the URL field by right-clicking in the box and selecting Paste. 
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26) Enter a title for this password in the Title field. Be sure that it describes how the password is 

used. 
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27) Enter a password into the Password box. Re-enter the password into the Repeat box and 

click the OK button. 

 

 
 

28) The screen should now look similar to this: 
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29) Right click on the new password entry and select copy password. 

 

 
 

30) Switch to the survey website and right click in the Password #2 box. Click on the paste 

command. Remember, KeePass allows up to 10 seconds to paste the password. After 10 seconds, 

you can no longer paste the password. If the paste command is not available, switch back to 

KeePass and copy password #2 again. 

 

 
 

31) Switch back to KeePass and copy Password #2 again. 
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32) Switch back to the survey website and right click in the Re-enter Password #2 field. Click on 

the paste command. Remember, KeePass allows up to 10 seconds to paste the password. After 

10 seconds, you can no longer paste the password. If the paste command is not available, switch 

back to KeePass and copy password #2 again. 

 

 
 

33) Click on the submit button. 

 

 
 

34) Read the information on the next web page. After reading the information, click on the link 

to continue. 
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35) Copy the URL. You may do this by right clicking on the web address bar and selecting copy. 

 

 
 

36) Switch to KeePass and click on the add entry button. 

 

 
 

37) Paste the URL into the URL field by right-clicking in the box and selecting Paste. 
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38) Enter a title for this password in the Title field. Be sure that it describes how the password is 

used. 

 

 
 

39) Enter a password into the Password box. Re-enter the password into the Repeat box and 

click the OK button. 
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40) The screen should now look similar to the following: 

 

 
 

41) Right click on the new password entry and select copy password. 
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42) Switch to the survey website and right click in the Password #3 box. Click on the paste 

command. Remember, KeePass allows up to 10 seconds to paste the password. After 10 seconds, 

you can no longer paste the password. If the paste command is not available, switch back to 

KeePass and copy password #3 again. 

 

 
 

43) Switch to KeePass and copy Password #3 again. 

 

44) Right click in the Re-enter Password #3 box. Click on the paste command. Remember, 

KeePass allows up to 10 seconds to paste the password. After 10 seconds, you can no longer 

paste the password. If the paste command is not available, switch back to KeePass and copy 

password #3 again. 
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45) Click on the submit button. 

 

 
 

46) Answer the demographic questions on the next page. Once you have answered the questions, 

click on the submit button. 

 

47) Copy the URL. You may do this by right clicking on the web address bar and selecting copy. 

 

 
 

48) Switch to KeePass and click on the add entry button. 
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49) Paste the URL into the URL field by right-clicking in the box and selecting Paste. 

 

 
 

50) Enter a title for this password in the Title field. Be sure that it describes how the password is 

used. 
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51) Enter a password into the Password box. Re-enter the password into the Repeat box and 

click the OK button. 

 

 
 

52) The screen should now look similar to the following: 
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53) Right click on the new password entry and select copy password. 

 

 
 

54) Go back to the survey website and right click in the Password #4 box. Click on the paste 

command. Remember, KeePass allows up to 10 seconds to paste the password. After 10 seconds, 

you can no longer paste the password. If the paste command is not available, switch back to 

KeePass and copy password #4 again. 

 

 
 

55) Switch back to KeePass and copy Password #4 again. 
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56) Right click in the Re-enter Password #4 box. Click on the paste command. Remember, 

KeePass allows up to 10 seconds to paste the password. After 10 seconds, you can no longer 

paste the password. If the paste command is not available, switch back to KeePass and copy 

password #2 again. 

 

 
 

57) Click on the submit button. 

 

 
 

58) Read the information on the next web page. After reading the information, click on the link 

to continue. 

 

59) Answer the demographic questions on the next page. Once you have answered the questions, 

click on the submit button. 
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60) Copy the URL. You may do this by right clicking on the web address bar and selecting copy. 

 

 
 

61) Switch to KeePass and click on the add entry button. 

 

 
 

62) Paste the URL into the URL field by right-clicking in the box and selecting Paste. 
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63) Enter a title for this password in the Title field. Be sure that it describes how the password is 

used. 

 

 
 

64) Enter a password into the Password box. Re-enter the password into the Repeat box and 

click the OK button. 
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65) The screen should now look similar to the following: 

 

 
 

 

66) Right click on the new password entry and select copy password. 
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67) Switch to the survey website and right click in the Password #5 box. Click on the paste 

command. Remember, KeePass allows up to 10 seconds to paste the password. After 10 seconds, 

you can no longer paste the password. If the paste command is not available, switch back to 

KeePass and copy password #5 again. 

 

 
 

68) Switch back to KeePass and copy Password #5 again. 

 

69) Right click in the Re-enter Password #5 box. Click on the paste command. Remember, 

KeePass allows up to 10 seconds to paste the password. After 10 seconds, you can no longer 

paste the password. If the paste command is not available, switch back to KeePass and copy 

password #5 again. 
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70) Click on the submit button. 

 

 
 

71) The next page has five questions to answer. Answer these questions to the best of your 

ability and click on the submit button when finished. 

 

72) Copy the URL. You may do this by right clicking on the web address bar and selecting copy. 
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73) Switch to KeePass and click on the add entry button. 

 

 
 

74) Paste the URL into the URL field by right-clicking in the box and selecting Paste. 
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75) Enter a title for this password in the Title field. Be sure that it describes how the password is 

used. 

 

 
 

76) Enter a password into the Password box. Re-enter the password into the Repeat box and 

click the OK button. 
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77) The screen should now look similar to the following: 

 

 
 

78) Right click on the new password entry and select copy password. 
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79) Switch to the survey website and right click in the Password #6 box. Click on the paste 

command. Remember, KeePass allows up to 10 seconds to paste the password. After 10 seconds, 

you can no longer paste the password. If the paste command is not available, switch back to 

KeePass and copy password #6 again. 

 

 
 

80) Switch to KeePass and copy Password #6 again. 

 

81) Right click in the Re-enter Password #6 box. Click on the paste command. Remember, 

KeePass allows up to 10 seconds to paste the password. After 10 seconds, you can no longer 

paste the password. If the paste command is not available, switch back to KeePass and copy 

password #6 again. 
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82) Click on the submit button. 

 

 
 

83) Read the information on the next web page. After reading the information, click on the link 

to continue. 

 

84) The next page has five questions to answer. Answer these questions to the best of your 

ability and click on the submit button when finished. 

 

85) Copy the URL. You may do this by right clicking on the web address bar and selecting copy. 
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86) Switch to KeePass and click on the add entry button. 

 

 
 

87) Paste the URL into the URL field by right-clicking in the box and selecting Paste. 
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88) Enter a title for this password in the Title field. Be sure that it describes how the password is 

used. 

 

 
 

89) Enter a password into the Password box. Re-enter the password into the Repeat box and 

click the OK button. 
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90) The screen should now look similar to the following: 

 

 
 

91) Right click on the new password entry and select copy password. 
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92) Switch to the survey website and right click in the Password #7 box. Click on the paste 

command. Remember, KeePass allows up to 10 seconds to paste the password. After 10 seconds, 

you can no longer paste the password. If the paste command is not available, switch back to 

KeePass and copy password #7 again. 

 

 
 

93) Switch to KeePass and copy Password #7 again. 

 

94) Switch back to the survey website and right click in the Re-enter Password #7 box. Click on 

the paste command. Remember, KeePass allows up to 10 seconds to paste the password. After 

10 seconds, you can no longer paste the password. If the paste command is not available, switch 

back to KeePass and copy password #7 again. 
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95) Click on the submit button. 

 

 
 

96) The website will now prompt you to enter one of the passwords you have created. The screen 

will instruct you on which password to enter (password #1, #2, #3, etc.).  The screenshots that 

follow are based on the assumption that the survey is requesting password #4.  

 

97) Switch to KeePass and right click over the appropriate password. Notice how when 

Password #4 is right-clicked, the entry is highlighted in blue. Click on the copy password 

command. 
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98) Switch to the survey website and right click in the Password #:  box. 

 

 
 

99) Switch back to KeePass and copy the respective password again.  

 

100) Switch back to the survey website and right click in the Re-enter Password #:  box to Re-

enter the password. Click on the paste command to paste the password. Remember, KeePass 

allows up to 10 seconds to paste the password. After 10 seconds, you can no longer paste the 

password. If the paste command is not available, switch back to KeePass and copy password #2 

again. 

 

 



140 

 

 

101) Click on the submit button. 

 

 
 

 

102) The survey is now complete. Read the final web page and close the browser. You may now 

close KeePass. If KeePass asks you to save the database, select "discard all changes". Remove 

the flash drive from the computer. Please return this packet and the flash drive to Mr. Enamait 

when you are finished. Thank you for your participation. 

 


